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Abstract
This is an introduction to a collection of selected papers from the Edge Computing Workshop (doors 2024), held
in Zhytomyr, Ukraine, on April 05, 2024. The workshop covers topics such as algorithms and techniques for
machine learning and AI at the edge, cellular infrastructure for edge computing, distributed ledger technology and
blockchain at the edge, edge computing infrastructure and edge-enabled applications, edge-based data storage
and databases, edge-optimized heterogeneous architectures, fault-tolerance in edge computing, fog computing
models and applications, geo-distributed analytics and indexing on edge nodes, hardware architectures for edge
computing and devices, innovative applications at the edge, interoperability and collaboration between edge and
cloud computing, monitoring, management, and diagnosis in edge computing, processing of IoT data at network
edges, programming models and toolkits for edge computing, resource management and Quality of Service for
edge computing, security and privacy in edge computing and others. The workshop proceedings consist of an
introduction and nine accepted articles that were painstakingly modified by the authors based on the discussion
outcomes and were presented by the authors at the workshop. The papers were rigorously peer-reviewed and
selected from 19 submissions.
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1. Introduction

Edge Computing Workshop (doors) is a peer-reviewed international Computer Science workshop
focusing on research advances and applications of edge computing, a process of building a distributed
system in which some applications, as well as computation and storage services, are provided and
managed by central clouds and smart devices, the edge of networks in small proximity to mobile devices,
sensors, and end users; and others are provided and managed by the center cloud and a set of small
in-between local clouds supporting IoT at the edge.

Since 2021, the workshop covers topics such as algorithms and techniques for machine learning and
AI at the edge, cellular infrastructure for edge computing, distributed ledger technology and blockchain
at the edge, edge computing infrastructure and edge-enabled applications, edge-based data storage
and databases, edge-optimized heterogeneous architectures, fault-tolerance in edge computing, fog
computing models and applications, geo-distributed analytics and indexing on edge nodes, hardware
architectures for edge computing and devices, innovative applications at the edge, interoperability
and collaboration between edge and cloud computing, monitoring, management, and diagnosis in
edge computing, processing of IoT data at network edges, programming models and toolkits for edge
computing, resource management and Quality of Service for edge computing, security and privacy in
edge computing and others.

This volume represents the proceedings of the 4th Edge Computing Workshop (doors 2024), held
in Zhytomyr, Ukraine, on April 05, 2024. It comprises 9 contributed articles that have been carefully
peer-reviewed and selected from 19 submissions. At least three program committee members have
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examined each contribution, and they have all been reviewed for plagiarism, self-plagiarism, and fair
referencess.

2. doors 2024 committees

2.1. Program committee co-chairs

• Tetiana A. Vakaliuk, Zhytomyr State Polytechnic University, Ukraine
• Serhiy O. Semerikov, Kryvyi Rih State Pedagogical University, Ukraine

2.2. Program committee

• Aleksandr Cariow, West Pomeranian University of Technology, Poland
• Attila Kertesz, University of Szeged, Hungary
• Nagender Kumar Suryadevara, University of Hyderabad, India
• Gyu Myoung Lee, Liverpool John Moores University, United Kingdom
• BongKyo Moon, Dongguk University, South Korea
• Michael J. O’Grady, University College Dublin, Ireland
• Pedro Valderas, Universitat Politècnica de València, Spain
• Xianzhi Wang, University of Technology Sydney, Australia
• Eiko Yoneki, University of Cambridge, United Kingdom
• Alejandro Zunino, ISISTAN Research Institute, UNCPBA & CONICET, Argentina

2.3. Additional reviewers

• Olexander Barmak, Khmelnytskyi National University, Ukraine
• Akinul Islam Jony, American International University-Bangladesh, Bangladesh
• Valerii Kontsedailo, Inner Circle, Netherlands
• Vyacheslav Kryzhanivskyy, R&D Seco Tools AB, Sweden
• Nadiia Lobanchykova, Zhytomyr Polytechnic State University, Ukraine
• Mykhailo Medvediev, ADA University, Azerbaijan
• Franco Milano, University of Florence, Italy
• Tetiana Nikitchuk, Zhytomyr Polytechnic State University, Ukraine
• Etibar Seyidzade, Baku Engineering University, Azerbaijan
• Andrii Striuk, Kryvyi Rih National University, Ukraine

2.4. Organizing committee

• Tetiana Nikitchuk, Zhytomyr Polytechnic State University, Ukraine
• Andrii Morozov, Zhytomyr Polytechnic State University, Ukraine
• Serhiy Semerikov, Kryvyi Rih State Pedagogical University, Ukraine
• Andrii Striuk, Kryvyi Rih National University, Ukraine
• Tetiana Vakaliuk, Zhytomyr Polytechnic State University, Ukraine

3. doors 2024 organizers

The 4th edition of the doors was organized jointly by the Zhytomyr Polytechnic State University and
the Academy of Cognitive and Natural Sciences (ACNS). ACNS, a non-governmental organization,
is committed to developing researchers’ knowledge of cognitive and natural sciences. Their mission
involves advancing research, protecting individual rights and freedoms, and addressing professional,
scientific, and social needs.
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One of the noteworthy publications by ACNS is the Journal of Edge Computing (JEC, https://acnsci.
org/jec), a peer-reviewed journal that delves into the realms of the Internet of Things, distributed
systems, and edge computing. JEC focuses on scientific research on the utilization and implementation
of edge computing across diverse domains such as education, science, medicine, and architecture.

ACNS also publishes such journals as Educational Dimension (https://acnsci.org/ed), Educational
Technology Quarterly (https://acnsci.org/etq), CTEWorkshop Proceedings (https://acnsci.org/cte). Notably,
these journals cover a broad range of topics aligned with doors topics of interest:

• machine learning, deep learning and AI
• edge computing and edge devices
• distributed systems
• fault-tolerant computing
• UAV’s
• IoT
• cloud and fog computing
• SMART house
• automated intelligent robotic platform
• biomedical systems
• GRID systems

4. Conclusion

The doors 2024 workshop was a resounding success, bringing together experts and professionals from
various institutions and organizations to share their knowledge and ideas on edge computing. We
express our gratitude to the Academy of Cognitive and Natural Sciences and Zhytomyr Polytechnic
State University for their collaboration and support in the publishing of the Journal of Edge Computing.

We are immensely grateful to the authors and delegates who contributed to the success of the
workshop by submitting their papers and participating actively in the discussions. We appreciate the
efforts of the program committee members and the peer reviewers who provided their guidance, feedback,
and support in improving the quality of the papers. Their valuable contributions and constructive
critical comments helped to shape the content of the conference and made it a memorable experience
for all participants.

We would like to acknowledge the developers and professional staff of the Academy of Cognitive
and Natural Sciences (https://acnsci.org) and the Not So Easy Science Education platform (https://notso.
easyscience.education) for providing us with the excellent and comprehensive conference management
system that facilitated the smooth running of the workshop.

Since 2021, our workshop is sponsored by the CEUR Workshop Proceedings (CEUR-WS.org), the
world best Diamond Open-Access proceedings publisher for Computer Science workshops. Long live
CEUR-WS.org!

We believe that the presentations and discussions at the workshop have broadened our professional
horizons and will serve as a catalyst for further research and innovation in the field of digital transfor-
mation in education. We look forward to meeting again in doors 2024 with renewed energy, enthusiasm,
and a commitment to advancing the cause of edge computing.
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Abstract
When it comes to creating projects based on the use of the Internet of Things (IoT), wireless sensor networks
are often used. The use of edge computing in IoT technology allows reducing system response delays to sensor
output signals and increasing the network throughput. At the same time, a short-range sensor network can work
locally without access to the Internet, while long-range networks, as a rule, require access to the Internet and
use both edge and cloud computing. The article analyzes the possible options for wireless data transmission
during the implementation of both short- and long-range IoT projects. Specific examples show the possibility of
data transmission over a short distance using ESP-NOW technology, nRF24L01 radio modules and the creation
of a local Wi-Fi access point. The range of sensor data transmission between microcontrollers is practically
determined for each proposed option. The calculation of the range of the LoRa radio line is carried out for the
real sensitivity values of the RFM95W receiver. The use of the Okamura-Hata radio wave propagation model is
proposed in order to estimate the total signal loss in the LoRa radio line. The essence of edge computing with the
combined use of digital and analog sensors is shown.

Keywords
IoT, wireless sensor network, monitoring system, edge devices

1. Introduction

Nowadays, a large number of projects are based on the use of the Internet of Things (IoT). For example,
Sulistyawan et al. [1] describes the design of an IoT parking tracking system based on a NodeMCU
ESP8266 microcontroller and an HC-SR04 ultrasonic sensor using a smartphone and a web application.
Joshi and Patel [2] offer a smart parking system based on the ESP8266 Wi-Fi module and mobile
Internet. In the wireless home automation system project, it is proposed to use the NodeMCU ESP8266
microcontroller to remotely control home appliances and the access system through a web browser and
an Android application [3]. As another example, there is smart IoT-based home security system with an
ESP32 microcontroller, that takes pictures of the room with a camera and transmits the information to
the owner’s smartphone when a motion sensor or smoke sensor is triggered. This system is described
in [4].

The reliable operation of wireless sensor networks is directly related to the capacity of autonomous
power sources of the sensor node. The most energy-consuming operation for sensor nodes is the
transmission of data to the wireless environment. Therefore, energy-saving ways of transmission
are a key factor in extending the sensors service life, as it is almost entirely dependent on the life of
the power battery. Special communication protocols have been developed to solve this problem. To
reduce energy consumption, the transmitters of the sensor nodes are usually being turned off, when
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no information transfer is required. Thus, only the simplest primary data processing that reduces the
amount of transmitted information is performed on the sensor node. Therefore, preliminary processing
of measurements is carried out during conducting edge computing. For example, when using analog
sensors, the primary electrical signal is subject to analog-to-digital conversion, which can be performed
directly in the microcontroller, if it has appropriate inputs for connecting analog signals.

To connect PAN (Personal Area Network) and LAN (Local Area Network) sensors to the global
network, it is required to have a connection to a gateway, which can be implemented using technologies
such as Ethernet, Wi-Fi and LoRaWAN. Recently, the use of global wireless networks, such as GSM,
GPRS and LTE, has become widely used. These networks provide data transmission from sensors
to remote cloud resources without the use of gateways. However, the literature research shows that
insufficient attention has been paid to the analysis of data transfer options depending on the type of
computation used to organize the IoT sensor network. Therefore, the purpose of this article is analyzing
possible options for wireless data transmission in the implementation of IoT projects, both in edge and
cloud computing.

2. Theoretical background

Both global and local networks are used to implement IoT projects. Wireless sensor networks (WSN)
in which the distance between sensors does not exceed several dozens of meters, belong to wireless
personal networks (WPAN).

We will consider the “machine to people” data transfer model in IoT, which is presented in figure 1.

Figure 1: Model of data transmission in IoT.

The protocols that are used to transmit data between the nodes of WSN do not only differ from
the protocol of the IoT global network, but also differ significantly from each other. For example,
such protocols are ZigBee, Z-Wave and Bluetooth. These standards provide two-way communication
between devices. Data is transmitted from the sensors to the network coordinator, which acts as a
gateway and provides access to the external network. Through the coordinator, the sensor network
also receives external control commands for the actuators that are part of the sensor network nodes. To
perform collecting data from sensors and controlling actuators, sensor nodes contain microcontrollers,
which must also perform communication functions. The coverage area of WSN can be significantly
increased due to the fact that a number of communication protocols implies an opportunity of relaying
messages from one sensor network node to another. In this regard, various WSN architectures with
sufficiently large number of sensors and actuators with autonomous power are used when implementing
IoT projects [5].

The use of cloud services for data storage and processing has lately gained significant development
in IoT projects because of the integrated use of the wireless and M2M communications and the global
Internet network. GSM, CDMA, LTE, WiMAX cellular networks provide access to the global Internet
network with the possibility of using cloud computing. This provides direct communication between
the "Internet of Things" and cloud services in wireless networks with a long range [6, 4].

A short-range wireless sensor network uses edge computing to display information within the reach
of edge devices [7, 8]. For example, when implementing the project of a home weather station, it is
not necessary to require access to the global network. The transmission of temperature and humidity
measurement data can be carried out using communication protocols of wireless sensor networks
over a short distance. The need for both increasing the throughput of the network and the ability
to minimize the delay of transmission and data processing has led to the necessity of using edge
computing in software based on IoT technology [9]. Quite a lot of attention is paid to the efficiency of
data transmission using Wi-Fi technology in IoT projects. For example, in [7] “delays, loss of packets
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depending on their size, the ratio of service information to useful information in one transaction during
data transmission using the MQTT and CoAP protocols are determined”, and in [10] “the possibility of
network overload situations and reducing its throughput is analyzed”.

The maximum distance over which data packets can be transmitted between wireless sensor network
nodes depends on many factors. To organize communication, first of all, it is necessary to choose
the frequency range of the radio line. Nowadays, ZigBee, Z-Wave, Bluetooth, Wi-Fi and LoRaWAN
standards, which use ISM frequency bands, are widely used to create IoT projects. The ISM band is
available license-free in most countries, under the condition of limited transmitter’s output power level.
Changing the communication range is possible by changing both the sensitivity of the receiving device
and by choosing the type and height of the antenna systems. At the same time, the communication
range depends on the loss of the useful signal during propagation from the transmitter to the receiver.
Bluetooth wireless technology is widely used, when it comes to creating home automation projects
with the transmission of sensor data and control of devices at a short distance. This standard uses a
frequency of 2.4 GHz and provides economical consumption of autonomous power sources [5].

It is convenient to use the nRF24L01 transceiver to create a wireless sensor network. It provides
software selection of one of 125 ISM frequency channels in the 2.4-2.525 GHz range and has a printed
antenna with a gain of 2 dBi. One receiver with a sensitivity of -82dBm and six transmitters can work
simultaneously on the frequency of one channel. The transmitter power level is programmable from
-18dBm to 0dBm in 6dBm increments. GFSK modulation of the frequency of the selected channel is used
for data transmission. The SPI interface is used to connect the nRF24L01 to the microcontroller [11].

A gateway is used to get remote control of sensor network devices. The gateway is a central point of
communication for all devices that work according to a certain protocol. It connects to the home Wi-Fi
network. At the same time, home automation devices responsible for security, lighting, climate, etc. are
connected to the gateway. As a result of the application of edge data computing from smart devices in
the house, the Wi-Fi channel is not overloaded, and the response delay to the event is reduced compared
to the use of cloud services. Sometimes Wi-Fi response delays can reach up to ten seconds [7].

Often there is a need to organize a gateway for access to the global Internet network several kilometers
away from the sensor network. In this case, the LoRaWAN network protocol can be used for data
transmission. This protocol has low energy consumption and uses LoRa broadband modulation at the
physical level. The LoRa physical radio interface uses broadband radio signals with a big base B. This
signal is highly resistant to interference. A CSS radio signal with bandwidth 𝐵𝑊 = 125, 250 or 500 kHz
is used for data transmission. During digital data transmission, the radio signal base 𝐵 = 𝐵𝑊 · 𝑇𝑠𝑦𝑚

is adaptively changed to ensure the required communication quality. This is achieved by changing
the duration of the symbol 𝑇𝑠𝑦𝑚 = 2𝑆𝐹 /𝐵𝑊 , which depends on the spreading factor of the radio
signal (SF). This coefficient determines the data bits quantity transmitted during the time 𝑇𝑠𝑦𝑚 [12].
The LoRaWAN network protocol, in addition to the adaptive change in data transmission speed, also
provides for changing the transmitter power for each edge device individually to ensure the specified
quality of data transmission and economical use of autonomous power sources. At the same time, the
radio range also changes.

The method of determining the maximum possible distance between WSN nodes involves the develop-
ment of a distance calculation method or practical distance determination during the implementation of
IoT projects. Therefore, when building a sensor network using a LoRa physical interface, it is important
to have a method for calculating the range of transmission of data packets at a certain speed.

The maximum communication range 𝑅 will be achieved under the condition that the power level of
the received signal 𝑃𝑆 is equal to the sensitivity of the receiver. The power level of the received signal
in the radio line using radio waves of length 𝜆, at the transmitter power level 𝑃𝑇 , can be calculated by
the formula [13, 14]:

𝑃𝑆 = 𝑃𝑇 +𝐺𝑇 +𝐺𝑅 − 𝐿𝐿𝑜𝑠𝑠, (1)

where 𝐿𝐿𝑜𝑠𝑠 is signal loss during propagation from the transmitter to the receiver, 𝐺𝑇 , 𝐺𝑅 are coeffi-
cients of transmitting and receiving antennas.
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Losses of the useful signal 𝐿𝐿𝑜𝑠𝑠 are determined by specific conditions of radio wave propagation
at a distance 𝑅. The multi-beam nature of radio waves propagation, the formation of shadow zones,
multiple reflection and scattering of radio waves in the urban environment creates the phenomenon of
intersymbol interference (ISI) in the transmission of digital data. Signal distortions caused by ISI can
cause a deterioration in the quality of digital information transmission. Besides, there are signal losses
during propagation in the atmosphere and due to the imperfection of the transceiver. All this leads to
additional signal losses. The Okumura-Hata radio wave propagation model is well suited for estimating
the total signal loss in the LoRa radio line, according to which the loss in the city is calculated by the
expression [13]:

𝐿50/𝑇𝑜𝑤𝑛 = 69.55 + 26.16 lg 𝑓[𝑀𝐺𝑧] − 13.83 lg ℎ𝐵 − 𝑎 (ℎ𝑀 ) + (44.9− 6.55 lg ℎ𝐵) · lg𝑅[𝑘𝑚], (2)

where 𝑎 (ℎ𝑀 ) is correction factor.
For a small and medium-sized city, this coefficient is determined as follows:

𝑎 (ℎ𝑀 ) =
(︀
1.11 lg

(︀
𝑓[𝑀𝐺𝑧]

)︀
− 0.7

)︀
ℎ𝑀 −

(︀
1.56 lg

(︀
𝑓[𝑀𝐺𝑧]

)︀
− 0.8

)︀
. (3)

To determine the signal power level at the receiver input, it is advisable to choose the maximum
possible value of the radio signal attenuation.

3. Results

To analyze possible options for wireless data transmission, the authors of this article implemented
examples of IoT projects and practically determined the range of sensor data transmission between
microcontrollers for each proposed option.

ESP8266 and ESP32 microcontrollers from Espressif Systems are widely used to create IoT projects.
They both have a built-in Wi-Fi module. Moreover, the ESP32 microcontroller also supports the
Bluetooth standard.

The results of the home weather station project using the ESP32 microcontroller and the DHT11
sensor are shown in figure 2. Data transmission of temperature and humidity measurements was carried
out via the Bluetooth interface with display on the mobile device in the “Serial Bluetooth Terminal”
application. The interface allows you to organize a home automation system to integrate or control
electrical and electronic devices in the house at low cost. For instance, in the home weather station
project, measurement data were displayed on the screen upon request sent to the microcontroller from
the mobile application. The maximum range of communication between devices in the room was up to
30 meters.

The authors also implemented a project for transmitting temperature and humidity measurements
using a DHT11 sensor between two nRF24L01 transceivers under the control of ESP8266 microcontrollers.
The digital measurements data were analyzed both on the transmitting and receiving sides. As shown
in figure 3, data transmission over the radio line is synchronous and error-free. It was practically
determined that the range of communication is provided up to 30 m indoors and up to 100 m in the
open area.

When using ESP8266 and ESP32 microcontrollers, it is also possible to create a local Wi-Fi access
point with the display of sensor data on a webpage. The access to this webpage can be gained using any
device, a laptop for example. The temperature and humidity measurement results can be displayed on a
webpage using an IP address or DNS. This is shown in figure 4. Connection to the local Wi-Fi access
point was carried out at a distance of at least 100 m. Using nRF24L01 transceivers allows to increase
distance of measurement data transmission up to 200 m.

A home automation system of any standard can work completely locally without access to the
Internet, which eliminates delays in the response of smart devices to events. For example, this is very
important for motion sensors that should turn on the light after detecting a person.
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Figure 2: Transmission of measurements via the Bluetooth interface.

Figure 3: Transfer of temperature and humidity measurements between two transceivers nRF24L01.

Figure 4: Display of temperature and humidity measurements on a webpage.

ESP-NOW technology, developed by Espressif Systems, can also be used for two-way forwarding of
data packets of up to 250 bytes with a transmission speed of no more than 1 Mbit/s between controllers.
This technology is based on a simplified Wi-Fi protocol. At the same time, it is possible to organize
a WSN in which communication between no more than 20 pairs of devices will be maintained, with
the transmitter being informed about the success of forwarding packets. In order to send messages,
you need to know the unique MAC address of the boards. If you need to collect data from several
boards onto one, for example, to display data from several sensors on a web server, you can use the
“one-slave – multiple-master“ configuration. It is also possible to create a “one-master – multiple-slaves”
configuration, when one board sends commands to different boards of microcontrollers of the ESP
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series [15].
The results of distance measurement transmission between ESP32 controllers using ESP-NOW

technology are shown in figure 5. The distance was measured by an ultrasonic sensor HC-SR04. The
distance in centimeters was calculated on the edge device. Received data were displayed on the laptop
screen. During the practical implementation of the project, it was determined that the range of data
transmission is up to 100 m.

Figure 5: Ultrasonic distance meter using technology ESP-NOW.

Transmission of sensor data to a server, cloud service or edge user can be done through a gateway
based on ESP32 or ESP8266 microcontrollers. For instance, the authors of the article created a gateway
with a connection to the Wi-Fi access point based on the ESP8266 microcontroller. Measurements data
from indoor air quality control sensors were transferred to this gateway using nRF24L01 transceivers.
Afterwards, those measurement results were displayed at the ThingSpeak cloud service. A DHT11
digital sensor was used to measure temperature and humidity. An MQ-2 analog sensor was used to
determine the concentration of hydrocarbon gases. The edge computing of measurement data was
carried out in the ESP8266 microcontroller of the transmission part of the radio line. In order to
read digital data from the DHT11 sensor, a library supporting the SDA interface was used. The gas
concentration was determined by the voltage at the output of the MQ-2 sensor. The built-in 10-bit ADC
of the ESP8266 board was used to get digital measurement data of output voltage. The relative internal
resistance of the sensor was calculated based on the measured voltage.

This resistance value was used to estimate the gas concentration value based on the calibration
characteristic of the sensor. The gas concentration value was sent to the nRF24L01 transceiver through
the SPI interface. At the receiving end of the radio line, from the output of another nRF24L01transciever,
the gas concentration value was input to the ESP8266 microcontroller via the SPI interface. On the same
controller, a gateway was created for transmitting gas concentration measurements to the ThingSpeak
by connecting to a Wi-Fi access point. The change in measurements of air quality control sensors at a
certain time interval, which was output to the ThingSpeak cloud service, is shown in figure 6.

It should be noted, that the MQ-2 sensor does not determine the type of gas. It only reacts to an
increase in the concentration of liquefied gas and other carbohydrates in the air. To simulate an increase
in LPG content in the air, a gas lighter refill aerosol can was used. Figure 6 shows that the sensor
responds very well to an increase in the concentration of this gas. Blowing on the sensor also leads to
an increase in CO concentration. In addition, a simultaneous increase in temperature and air humidity
according to the measurements of the DHT11 sensor was also noted.

Therefore, the graphical display of changes in controlled parameters in the IoT cloud service ThingS-

9



Figure 6: Display of measurements of air quality control sensors in the cloud service ThingSpeak.

peak allows you to carry out both daily monitoring of changes in parameters and statistical analysis
of measurements. However, a necessary condition for the correct operation of this service is the
implementation of a delay of at least 20 seconds between the transmission of measurements of each
channel [16]. An attempt to reduce the delay time or to eliminate it at all, led to a disruption of the
service. In order to display the dynamic change of the controlled parameter, the authors developed an
IOT project for measuring CO concentration in the room using the Blynk cloud service. The display of
CO concentration in Blynk.Console is shown in figure 7.

In order to determine the coverage area of a wireless sensor network using the LoRaWAN commu-
nication protocol, the range of data transmission over the LoRa radio line at a specified speed was
calculated. The range of data transmission over the LoRa radio link is determined by the selected uplink
(UL) and downlink (DL) parameters. These parameters in Europe are shown in table 1.

10



Figure 7: Display of measurements of the MQ-2 sensor in the “Blynk” cloud service.

Table 1
Parameters of the LoRa standard in Europe.

Parameter
Band1, BW UL, BW DL, 𝑃𝑇 UL, 𝑃𝑇 DL,

SF Modulation
MHz kHz kHz dBm dBm

Value 863 – 870 125/250 125 2-14 14 7-12 LORA, GFSK, MSK

Typical values of LoRa modem parameters for the frequency of 868 MHz are given in table 2[17].

Table 2
Example LoRaTM modem performances, 868 MHz.

Bandwidth Spreading Coding Nominal Sensitivity
(kHz) Factor rate Rb (bps) indication (dBm)

125 6 4/5 9380 -118
125 12 4/5 293 -136

The approximate communication range 𝑅 and the data transmission rate 𝑅𝑏, which is provided by
a LoRa radio line operating at a frequency of 868 MHz and 𝐵𝑊 = 125 kHz were calculated. The
omnidirectional antenna and the transmitters with a power level of 14 dBm were used for conducting
the calculations. The communication range according to expressions (1)-(3), under the condition that
ℎ𝐵 = 30 m and ℎ𝑀 = 2 m, was calculated. The speed of information transmission without an
interference-resistant code (𝐶𝑅 = 1) is defined by the expression 𝑅𝑏 = 𝑆𝐹 ·𝐵𝑊/2𝑆𝐹 . The use of an
interference-resistant code reduces the speed of information transmission according to the value of the
𝐶𝑅 parameter. The results of the calculation of the communication range and data transmission speed
on the LoRa radio line for the value of 𝐶𝑅 = 4/5 are shown in table 3.

Table 3
The results of calculating the range and speed of data transmission over the LoRa radio line.

𝑆𝐹 6 7 8 9 10 11 12

𝑅,km 3 4,5 5,5 6,7 8,1 8,7 10
𝑅𝑏, bps 9375 5469 3125 1758 977 537 293

As can be seen from the table 3, increasing the value of SF leads to increase in the communication
range with a simultaneous decrease in the information rate of data transmission.
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4. Conclusions

The use of edge computing in IoT technology allows reducing system response delays to sensor output
signals and increasing the throughput of the network. This type of distributed computing is always
carried out in close proximity to the edge devices. Therefore, edge computing takes place in the creation
of sensor networks of both short- and long-range. At the same time, a short-range sensor network can
work locally without access to the Internet, while long-range networks, as a rule, require access to the
Internet and use both edge and cloud computing.

The article analyzes the possible options for wireless data transmission during the implementation
of both short- and long-range IoT projects. Using real examples, the authors show the possibility of
data transmission over a short distance using ESP-NOW technology, nRF24L01 radio modules and the
creation of a local Wi-Fi access point. The results of the home weather station project using Bluetooth
technology were presented. The range of sensor data transmission between microcontrollers was
practically determined for each proposed option.

The calculation of the range of the LoRa radio line was carried out for the real sensitivity values of the
RFM95W receiver. To estimate the total signal loss in the LoRa radio line, the use of the Okamura-Hata
radio wave propagation model was proposed. The obtained values of the radio line range make it
possible to more accurately determine the WSN coverage area when using the LoRaWAN communication
protocol.

The essence of edge computing with the combined use of digital and analog sensors was shown. An
example of data transmission of the air quality control system through a gateway based on an ESP8266
microcontroller with a graphical display of measurements in the IoT cloud service ThingSpeak and
Blynk was provided.

In further research, it is planned to practically determine the maximum communication range between
WSN nodes by implementing IoT projects using RFM95W modems.
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Abstract
This study explores the use of a microphone array to determine the position of an unmanned aerial vehicle (UAV)
based solely on the sound of its engines. The accuracy of localization depends crucially on the arrangement of
the microphones. The study also considers a mathematical model of pulse density modulation for a digital MEMS
microphone. It demonstrates the frequency dependence of the efficiency of a differential array of first-order
microphones. Based on this frequency dependence of directivity and the instability model of the microphone
parameters, a rational operating frequency range for the normal functioning of the microphone array can
be established. The study proposes a model of a linear microphone array based on MEMS omnidirectional
microphones. With a specific geometrical arrangement, this array produces a bidirectional pattern, which can
be easily transformed into a unidirectional pattern using specialized algorithms or hardware (e.g., ADAU1761
codecs).

Keywords
edge computing, UAV, sound source localization, MEMS microphone, microphone array, frequency, directivity

1. Introduction

Determining the position of a UAV (Unmanned Aerial Vehicle) by the sound of its engines can be
important for several reasons. In military or security applications, being able to identify and locate UAVs
by their engine sounds can help in detecting potential threats, including hostile drones or unauthorized
surveillance. Sound-based localization can aid in the development of countermeasures to mitigate the
risks posed by UAVs in sensitive areas.

Sound-based UAV detection can complement existing air traffic management systems, providing
additional situational awareness for managing airspace and preventing collisions with manned aircraft.
In search and rescue operations or in case of lost or malfunctioning drones, sound-based tracking can
assist in locating and recovering UAVs.

In conservation efforts, it can help monitor UAVs used for illegal activities like poaching or wildlife
disturbance. In urban areas or regions with dense UAV traffic, sound-based tracking can be useful for
enforcing regulations related to UAV flight paths, altitudes, and no-fly zones. For protecting privacy,
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sound-based detection can help identify UAVs flying near private properties, providing a means to take
legal action against intrusive drones.

Studying the acoustic signatures of UAVs can aid in research and development efforts to design quieter
and more environmentally friendly drones. During natural disasters or emergencies, knowing the
positions of UAVs, such as those used for aerial surveys or damage assessment, can assist in coordinating
response efforts. Sound-based UAV detection can be employed in border control to monitor and respond
to unauthorized drone incursions.

As drone delivery and urban air mobility concepts develop, sound-based localization can contribute
to managing UAV traffic in urban environments. While sound-based UAV localization offers several
advantages, it also has limitations, such as accuracy challenges in noisy environments and the need
for specialized equipment. Therefore, it is often used in conjunction with other tracking and detection
methods, such as radar, visual recognition, and GPS, to provide comprehensive situational awareness
and enhance safety and security in various applications.

The goal of our work is to develop a software and hardware system for capturing hardware-
synchronized sound using digital MEMS microphones (Microelectromechanical Systems, MEMS) for
further use in sound source localization systems. This system is intended for further use in sound
source localization systems, marking a significant advancement in the field of edge computing.

2. Theoretical background

Over the past few decades, acoustic source localization has emerged as a focal point of interest within the
research community [1, 2]. Most studies of sound source identification are based on the analysis of the
physiological mechanism of human hearing [3, 4]. It is common practice to use arrays of microphones
[5]. An actual problem is acoustic beam formation for sound source localization and its application [6].

Microphone array processing represents a well-established methodology employed in the estimation
of sound source direction. In a groundbreaking contribution by Yamada et al. [7], they introduce an
innovative approach referred to as Multiple Triangulation and Gaussian Sum Filter Tracking (MT-GSFT).
This advanced technique adeptly derives the precise location of sound sources through triangulation,
utilizing microphone arrays seamlessly integrated into a fleet of multiple drones [7]. The domain of
speech signal processing encompasses several critical areas, and among them, multiple sound source
localization (SSL) stands out as a notable and relevant field. A notable contribution to this field comes
from Firoozabadi et al. [8], who introduced a two-step approach for the localization of multiple sound
sources in three dimensions (3D). This method relies on the precise estimation of time delays (TDE) and
strategically leverages distributed microphone arrays (DMA) to enhance the accuracy and effectiveness
of the localization process [8].

Sasaki et al. [9] present a method designed to map the 3D coordinates of a sound source by leveraging
data gathered from an array of microphones, with each microphone providing an autonomous directional
estimate. Additionally, LiDAR technology is employed to create a comprehensive 3D representation of
the surroundings and accurately determine the sensor’s position with six degrees of freedom (6-DoF).

Catalbas et al. [10] conduct a comparative analysis, assessing the effectiveness of generalized cross-
correlation techniques in contrast to noise reduction filters concerning the estimation of sound source
trajectory. Throughout the entire movement, they calculate the azimuth angle between the sound
source and the receiver. This calculation relies on the parameter of Interaural Time Difference (ITD) to
determine the azimuth angle. They then evaluate the accuracy of the estimated delay using various
types of Generalized Cross-Correlation (GCC) algorithms for comparison.

It is possible for unmanned aerial vehicles (UAVs) to use audio information to compensate for poor
visual information. Hoshiba et al. [11] developed a microphone array system built into the UAV to
localize the sound source in flight. They developed the Spherical Microphone Array System (SMAS),
consisting of a microphone array, a stable wireless network communication system, and intuitive
visualization tools.

Tachikawa et al. [12] introduced an innovative approach that involves estimating positions by utilizing
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a modified variant of the convex clustering method in conjunction with sparse coefficients estimation.
Additionally, they put forth a technique for constructing a well-suited monopole dictionary, which is
based on coherence, ensuring that the convex clustering-based method can accurately estimate the
distances of sound sources. The study involved conducting a series of numerical and measurement
experiments aimed at assessing the effectiveness and performance of this novel methodology.

When dealing with multiple sound sources, establishing a reliable data association between local-
ization information and the corresponding sound sources becomes paramount for achieving optimal
performance. To address the challenges posed by data association uncertainty, Wakabayashi et al.
[13] extended the Global Nearest Neighbor (GNN) approach, introducing a modified version known
as GNN-c, specifically tailored to meet the real-time and low-latency requirements of drone audio
applications. The outcome of their efforts showcases a system capable of accurately estimating the
positions of multiple sound sources, achieving an impressive accuracy level of approximately 3 meters.

Many acoustic image-based sound source diagnosis systems suffer from spatial stationary limitations,
making it challenging to integrate information from various capture positions, thereby leading to unreli-
able and incomplete diagnostics. In their paper, Carneiro and Berry [14] introduce a novel measurement
methodology called Acoustic Imaging Structure From Motion (AISFM). This approach utilizes a mobile
spherical microphone array to create acoustic images through beamforming, seamlessly integrating data
from multiple capture positions. Their method is not only proposed but also meticulously developed
and rigorously validated, offering a promising solution to enhance the accuracy and comprehensiveness
of sound source diagnostics.

In a research conducted by Kita and Kajikawa [15] a sound source localization (SSL) technique is
introduced, specifically designed for the localization of sources situated within structures, including
mechanical equipment and buildings.

The registration of acoustic signals with cross-shaped antennas is widely discussed in the literature
[16].

Advanced signal processing methods involving multiple microphones can enhance noise resilience.
However, as the quantity of microphones employed escalates, the computational overhead rises con-
comitantly. This, in turn, curtails response time and hinders their extensive adoption across various
categories of mobile robotic platforms [17]. Within the realm of robot audition, sound source localization
(SSL) holds a pivotal role, serving as a fundamental component. SSL empowers a robotic platform to
pinpoint the origin of sound using auditory cues exclusively. Its significance extends beyond mere sound
localization, as it significantly influences other facets of robot audition, including source separation.
Moreover, SSL contributes to elevating the quality of human-robot interaction by augmenting the
robot’s perceptual prowess [18].

In general, machine learning is widely used in acoustics [19, 20]. In the realm of human-robot
interaction, He et al. [21] have introduced a pioneering approach. Their proposal involves harnessing
neural networks for the simultaneous detection and localization of multiple sound sources. This
innovative method represents a departure from conventional signal processing techniques by offering a
distinct advantage: it necessitates fewer stringent assumptions about the environmental conditions,
thereby enhancing its adaptability and effectiveness [21]. Ebrahimkhanlou and Salamone [22] have
put forth an advanced methodology for localizing acoustic emissions (AE) sources within metallic
plates, especially those with intricate geometric features like rivet-connected stiffeners. This innovative
approach leverages two deep learning techniques: a stack of autoencoders and a convolutional neural
network (CNN), strategically employed to enhance the accuracy and precision of the localization process
[22].

In their pioneering work, Adavanne et al. [23] have introduced an innovative solution – a convolu-
tional recurrent neural network (CRNN) – designed to address the intricate task of joint sound event
localization and detection (SELD) within three-dimensional (3-D) space. This method represents a
significant advancement in the field, enabling the simultaneous identification and spatial localization of
multiple overlapping sound events with remarkable precision.

Let’s summarize the theoretical review. Localizing a sound source means determining the direction
or location from which a sound is emanating. There are several algorithms and techniques used for
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sound source localization, and the choice of method often depends on the specific application and
available hardware. Here are some commonly used algorithms. Time Difference of Arrival (TDOA) is
based on measuring the time it takes for a sound to reach multiple microphones. By comparing the
time differences, it’s possible to triangulate the source’s position. Cross-correlation or beamforming
techniques are often used to calculate the time differences accurately. Generalized Cross-Correlation
(GCC) is a technique used in conjunction with TDOA. It involves cross-correlating the signals from
two or more microphones to find the delay between them. GCC-PHAT (GCC with Phase Transform) is
a commonly used variant that works well in reverberant environments. Steering Vector Methods are
commonly used in microphone arrays or beamforming applications [24]. They estimate the direction of
arrival (DOA) by analyzing the phase differences between signals received by different microphones.
Popular algorithms include Multiple Signal Classification (MUSIC) and Estimation of Signal Parameters
via Rotational Invariance Techniques (ESPRIT). Acoustic Intensity Methods measure the sound intensity
at multiple microphone positions and use this information to estimate the source direction. The Steered
Response Power (SRP) algorithm is an example of this approach. Machine learning and deep learning
techniques, such as neural networks and support vector machines, can be used to train models for
sound source localization. These models can take input from multiple microphones and learn to predict
the source location based on training data. Particle filtering is a probabilistic method that estimates
the source location using a Bayesian filtering approach. It is useful when dealing with complex and
dynamic environments. Some methods use time-frequency analysis techniques like the Short-Time
Fourier Transform (STFT) or Wavelet Transform to analyze the spectral content of audio signals and
infer the source location. In mobile sound source localization, the Doppler effect can be used to estimate
the source’s speed and direction based on the frequency shift in the received signal. Many practical
systems use a combination of the above techniques to improve accuracy and robustness, especially in
real-world scenarios with noise and reverberation.

The choice of algorithm depends on factors like the number and arrangement of microphones, envi-
ronmental conditions, computational resources, and the desired level of accuracy. Different applications,
such as robotics, audio conferencing, surveillance, and hearing aids, may employ different algorithms
tailored to their specific requirements.

Determining the position of a UAV (Unmanned Aerial Vehicle) based solely on the sound of its
engines can be challenging but is feasible using a combination of sound source localization techniques
and signal processing. Here’s a high-level overview of the process:

1. Microphone Array Setup: Set up a microphone array on the ground. The microphones should
be strategically placed to capture the UAV’s sound from different angles. The arrangement of
microphones plays a crucial role in accurate localization. The response of microphone arrays
depends, first of all, on the number of microphones working on the array [25].

2. Sound Data Collection: Record the sound generated by the UAV’s engines as it flies overhead.
Ensure that the recording system has a high sampling rate to capture the sound accurately.

3. Time Delay of Arrival (TDOA): Analyze the recorded audio data to calculate the time delay of
arrival (TDOA) of the sound at each microphone. TDOA is the time difference between when the
sound reaches different microphones. This information is critical for triangulation.

4. Triangulation: Use the TDOA data from multiple microphones to triangulate the UAV’s posi-
tion. Several algorithms, such as multilateration or beamforming, can help estimate the UAV’s
coordinates based on the TDOA information.

5. UAV Sound Signature: To improve accuracy, consider using machine learning techniques to create
a database of UAV sound signatures. This involves training a model to recognize the unique
sound characteristics of different UAVs. When a new sound recording is obtained, the model can
help identify the specific UAV type.

6. Integration with Other Sensors: For real-time tracking, integrate sound-based localization with
other sensors like GPS, radar, or visual cameras. This fusion of data sources can provide more
accurate and robust positioning.
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7. Calibration and Testing: Regularly calibrate and test the microphone array and signal processing
algorithms to ensure accurate and reliable results.

It’s important to note that the accuracy of sound-based UAV localization depends on various factors,
including the UAV’s altitude, speed, engine type, and background noise. Additionally, environmental
conditions, such as wind and temperature, can affect sound propagation and localization accuracy.
Therefore, this method may work best in controlled environments or in conjunction with other tracking
methods for enhanced precision and reliability.

3. Research methods

The goal of our work is to develop a software and hardware system for capturing hardware-synchronized
sound using digital MEMS microphones (Microelectromechanical Systems, MEMS) for further use in
sound source localization systems.

Despite the fact that the use of radar equipment has become part of everyday practice when monitoring
UAVs, there is some interest in assessing the possibility of using airborne acoustic signals for this purpose.
The above applies mainly to receiving hydroacoustic antennas, i.e. to conditions when the speed of
the source is much lower than the speed of sound 𝑀 = 𝑣/𝑐 ≪ 1. In the case of receiving air-acoustic
signals propagating at a speed of sound significantly lower than that of hydroacoustic signals in water
and created by fairly fast moving sources (passenger cars on autobahns, racing cars, the movement of
airliners along runways during takeoff and landing, UAVs), there is a different situation. Research into
the features of recording these signals with phased arrays remains relevant, since on their basis data
can be obtained on the current coordinates and speed of movement of a moving object. The purpose of
this work is to analyze the angular dependencies in the signal at the output of a receiving air-acoustic
antenna and those qualitative changes in their nature that are introduced due to a combination of
factors such as the Doppler effect and the sharp directivity of the antenna array.

A special case is considered, which is widespread in everyday practice, when the trajectory of an
object is rectilinear, lies in a horizontal plane, close and parallel to the Earth’s surface, and the speed of
its movement is constant.

As previously stated, the arrangement of microphones plays a crucial role in accurate localization.
The purpose of the study is to find the optimal configuration of a microphone array for localizing a
moving sound source (UAV).

Directivity is the sensitivity of a microphone to sound depending on the direction or angle from
which the sound is coming. Directionality or sound pickup angle is considered to be the area of possible
location of the sound signal source, within which there is no significant loss of microphone efficiency.
Microphones use different directivity characteristics. They are most often depicted as polar diagrams.
This is done to graphically display sensitivity variations around the microphone over a 360-degree
range, where the microphone is the center of the circle and the angular reference point is placed in
front of the microphone. The polar pattern shows how a microphone’s sensitivity to a sound signal
depends on the location of its source.

Microphone arrays are an array of several microphones combined by joint digital signal processing.
Microphone arrays provide the following advantages over single-channel systems: 1) directionality of
sound reception; 2) noise suppression of point sources; 3) suppression of non-stationary environmental
noise; 4) partial weakening of reverberation; 5) the possibility of spatial localization of the sound source;
6) the ability to accompany a moving point sound source.

A microphone array is one of the types of directional microphones, implemented as a set of sound
receivers operating in concert (in phase or with certain phase delays). Geometrically, gratings can
be implemented in different configurations – one-dimensional (linear, arc-shaped), two-dimensional
(flat, spherical), three-dimensional, spiral, with uniform or non-equidistant pitch. The array’s radiation
pattern is created by changing the ratio of phase delays for different channels (in the simplest case, an
in-phase array with a fixed position of the main lobe; in more complex and expensive implementations,
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a scanning system). The implementation of phase delays can be hardware (for example, on analog delay
lines) or software (digital).

The basic microphone array structures are Broadside and Endfire (figure 1).

Figure 1: Basic array structures.

These structures use omnidirectional microphones (microphones that, regardless of their orientation,
receive signals from any direction). The figure 2 shows signal reception versus direction for various
frequencies with a single omnidirectional microphone. For one microphone, frequency invariance is
observed.

Figure 2: Dependence of signal reception on direction by one omnidirectional microphone for frequencies 500
Hz, 1 and 5 kHz.

The Broadside structure is an array of omnidirectional microphones positioned perpendicular to
the direction of the desired signal. Such arrays have an axis of symmetry, relative to which the sound
is released without attenuation both “in front” of the array and “behind”. Such structures are widely
used in applications where sound pressure waves enter the sensor array from one side. Consider a
Broadside structure consisting of two microphones spaced 7.5 cm apart. The minimum response is
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observed when the signal is incident at an angle of 90∘ or 270∘ (in this case, the angle between the
direction of the useful signal and the normal to the line of elements is taken as 0∘). But this response
strongly depends on the frequency of the received signal. Theoretically, such a system has a perfect
zero at a frequency of 2.3 kHz. Above this frequency, depending on the direction of arrival, there are
zeros at other angles (figure 3). The microphone array shows a clear directional characteristic at 4 kHz,
and at 1 kHz its pattern is essentially omnidirectional. As a result, at lower frequencies the array cannot
achieve significant spatial filtering.

Figure 3: Dependence of signal reception on direction by a Broadside structure of two omnidirectional micro-
phones for frequencies of 1 kHz, 2 kHz, 3 kHz and 4 kHz.

The Endfire structure consists of several microphones located in the direction of the useful acoustic
signal. This design is called a differential array of microphones. The delayed signal from the first
microphone is summed with the signal from the next microphone. To create a cardioid polar pattern,
the signal from the rear microphones must be delayed by the same amount of time that the sound
waves travel between the two microphone elements. Such structures are used to produce cardioid,
hypercardioid or supercardioid directional response and theoretically completely eliminate sound
incident on the array at an angle of 180∘. A unidirectional microphone is more sensitive to sound
coming from one direction and less sensitive to sounds from other directions. The most typical for such
microphones is the cardioid characteristic, representing a peculiar diagram in the shape of a heart. At
the same time, the peak of sensitivity is reached in the direction along the axis of the microphone, and
the decline is in the opposite direction (figure 4).

To generate a cardioid response in direction, the signal from the omnidirectional microphones must be
delayed for a time equal to the propagation of the acoustic wave between the two elements. Developers
of such systems have two degrees of freedom to change the output signal of the speaker system:
changing the distance between microphones and changing the delay time. Figure 5 shows the signal
reception versus direction for various frequencies by the Endfire structure with two elements and a
distance between them of 2.1 cm.

The distance between the microphones is crucial for the formation of a cardioid response. Figure 6
shows the same microphones, but placed at a distance of 15 cm.

The structures considered have the following advantages and disadvantages. Advantages of Broad-
side: flat geometry, simple processing implementation, ability to control the direction of the beam.
Disadvantages of the Broadside: less off-axis rejection, close microphone spacing, and a large number
of microphones needed to prevent spatial leakage.
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Figure 4: Dependence of signal reception on a unidirectional microphone for frequencies of 500 Hz, 1 kHz and 2
kHz.

Figure 5: Dependence of signal reception on direction by an Endfire structure of two omnidirectional microphones
for frequencies from 1 to 10 kHz, which are located at a distance of 21 cm.

Advantages of Endfire: Better off-axis suppression, smaller overall size. Disadvantages of Endfire:
non-flat (volumetric) geometry, more complex processing, suppression of the useful signal in the low
frequency range, the direction of the source of the useful signal must coincide with the axis of the
microphone array; For two-dimensional gratings, beam formation is possible only in the horizontal
direction (the grating array).

To form a differential array of higher orders, you need to add additional microphones. Since the petals
will deviate more back and to the side in the directional diagram, the distance between the microphones
will have to be increased. The figure 7 shows an array of 4 microphones (third order), which forms
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Figure 6: Dependence of signal reception on direction by an Endfire structure of two omnidirectional microphones
for frequencies from 1 to 10 kHz, which are located at a distance of 15 cm.

a supercardioid pattern. Consider how beam formation depends on the number of microphones and
the distance between them. It is worth noting that the sensitivity and frequency response of all array
microphones must be precisely matched.

Figure 7: Differential array of 4 microphones (third order).

Differential microphone arrays make it possible to obtain high directivity characteristics of the system
with its small size. But with such a construction, the problem arises of a significant change in the
characteristics of the entire system with a slight deviation of the parameters of an individual microphone
from its nominal values. If this approach is used for critical applications, measures must be taken
to reduce deviations of microphone parameters from nominal values. As stated earlier, a first-order
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differential microphone array consists of two omnidirectional sensors separated by 𝑑 (figure 8).

Figure 8: Structure of a first order differential microphone array.

4. Results

When sound arrives from the main direction 𝜃 = 0, a delay appears between these sensors:

𝜏𝐷 =
𝑑

𝑐
, (1)

where 𝑐 is the speed of sound.
A plane wave, which is characterized by wave number

−→
𝑘 , arrives at the input of the differential

grating. Due to radial symmetry, the output signals of sensors 𝑋1(𝜔) and 𝑋2(𝜔) can be expressed
by a function depending on the angle 𝜃 and frequency 𝜔. There is a relationship |

−→
𝑘 |𝑑 = 𝑘𝑑 = 𝜔𝜏𝐷

between the wave number and the frequency of the signal. At the central point of the array, you can
place a virtual microphone with an output signal 𝑋0(𝜔). A plane wave incident at an angle 𝜃 with
wave number causes 𝑘 = 2𝜋/𝜆 the appearance of signals at the output of microphones 𝑋1 and 𝑋2:

𝑋1(𝜔) = 𝑋0(𝜔)𝑒
𝑗 𝑘𝑑

2
cos 𝜃, 𝑋2(𝜔) = 𝑋0(𝜔)𝑒

−𝑗 𝑘𝑑
2

cos 𝜃. (2)

At the output of the differential lattice we get

𝑌𝐷(𝜔) =
1

2
(𝑋1(𝜔)−𝑋2(𝜔)𝑒

𝑗𝜔𝜏 . (3)

The directivity function of the differential array 𝐻𝐷 is the ratio of the signal at the output of the
array 𝑌𝐷(𝜔) to the signal at the output of the virtual microphone 𝑋0(𝜔):

𝐻𝐷(𝜔, 𝜃) = 𝑗𝑒−𝑗 𝜔𝜏
2 sin

(︂
𝑘𝑑

2

(︂
𝜏

𝜏𝐷
+ cos 𝜃

)︂)︂
. (4)

Usually very small values of 𝑘𝑑 ≪ 1 are considered, which makes it possible to use the approximation
sin𝛼 ≈ 𝛼. In this case, the idealized directivity function 𝐻𝐷 has the form:

𝐻𝐷(𝜔, 𝜃) ≈ ̃︀𝐻𝐷(𝜃) = 𝑗
𝑘𝑑

2

(︂
𝜏

𝜏𝐷
+ cos 𝜃

)︂
. (5)

With this view, the main characteristics of differential microphone arrays are obvious: 1) the form of̃︀𝐻𝐷(𝜃) is determined by the expression 𝜏/𝜏𝐷 + cos 𝜃, which does not depend on frequency; 2) due to
the subtraction of the signal a phase shift occurs by 𝜋/2; 3) the frequency response of the directivity
function 𝐻𝐷(𝜔) has the form of a first-order high-pass filter.

At low frequencies, the output signal 𝑌𝐷(𝜔) becomes highly susceptible to any changes in the shape
of the characteristic 𝐻𝐷(𝜔). For this reason, the distance d should not be chosen too small, which may
lead to a conflict with the condition 𝑘𝑑 ≪ 1.
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The exact expression for the directivity function (4) contains a sine function that scales the amplitude.
It is rational to limit the operating range of the differential grating in the low frequency range to the
first maximum of the sine. This first maximum fixes the cutoff frequency 𝜔𝑐:

𝜔𝑐 =
𝜋

𝜏𝐷 + 𝜏
. (6)

For low frequencies, the directivity characteristics are practically independent of frequency. However,
as the frequency increases, the shape of the frequency response becomes more and more deformed. In
addition, at some frequencies the signal is completely suppressed.

In order to compensate for the high-frequency nature of the behavior 𝐻𝐷(𝜔, 𝜃) it is necessary to
develop a filter 𝑊𝑒𝑞(𝜔). For the main direction 𝜃 = 0, the adjusted frequency response𝐻𝐷(𝜔, 𝜃 =
0)𝑊𝑒𝑞(𝜔) must be constant and equal to 0 dB, and for frequencies below 𝜔𝑐:

𝑊𝑒𝑞(𝜔) =

{︃ 1

sin
(︁

𝜋𝜔
2𝜔𝑐

)︁ , 0 < 𝜔 < 𝜔𝑐,

1, in other cases.
(7)

For low frequencies 𝜔 → 0, the filter gain 𝑊𝑒𝑞 has very large values. This means that any noise
present in the input signal will be greatly amplified. The level of this noise is determined by the specific
sensor. This circumstance limits the frequency range of the signal for processing using a differential
microphone array.

The directional properties of a microphone array are characterized by the directional coefficient (DI).
It can be expressed as the ratio of the squared modulus of the directivity function in the main direction
to the average value of the squared modulus in all directions:

𝐷𝐼(𝜔) =
|𝐻(𝜔, 𝜃 = 0)|2

1
4𝜋

2𝜋∫︀
0

𝜋∫︀
0

|𝐻(𝜔, 𝜃)|2 sin 𝜃𝑑𝜃𝑑𝜙
. (8)

Taking into account the exact expression for the directivity function (4), we can obtain a new
expression for the dependence of the directivity on frequency:

𝐷𝐼𝐷(𝜔) =
2𝑠𝑖𝑛2

(︀
𝜔
2 (𝜏𝐷 + 𝜏)

)︀
1− 𝑠𝑖 (𝜔𝜏𝐷) cos (𝜔𝜏)

(9)

where 𝑠𝑖(𝑥) = 1
𝑥 sin(𝑥).

The efficiency factor for low frequencies is obtained similarly to the result of approximation ̃︀𝐻𝐷

according to expression (5):

lim
𝜔→0

𝐷𝐼𝐷(𝜔) = ̃︀𝐻𝐷 =
3(𝜏𝐷 + 𝜏)2

3𝜏2𝐷 + 3𝜏2
. (10)

Let us study the influence of microphone parameter mismatch for first-order differential arrays. We
use a model of instability of microphone parameters in the form of a transfer function 𝑀 = 𝑀𝑟𝑒𝑓+Δ𝑀 .
The nominal transfer function of the sensor 𝑀𝑟𝑒𝑓 in this case is normalized to the value 1. It is assumed
that the deviation Δ𝑀 is an independent random variable with variance:

𝜎2
𝑀 = 𝐸{|Δ𝑀 |2}, (11)

where 𝐸{|Δ𝑀 |2} expectation operator. Signals from two sensors in figure 8 will then be written as
follows:

�̂�1(𝜔) = 𝑋0(𝜔)(1 + Δ𝑀1)𝑒
𝑗 𝑘𝑑

2
cos 𝜃, �̂�2(𝜔) = 𝑋0(𝜔)(1 + Δ𝑀2)𝑒

−𝑗 𝑘𝑑
2

cos 𝜃. (12)

The directivity function �̂�𝐷 for a differential array, taking into account the instability of the micro-
phone parameters, can be obtained similarly to expression (4). But now there are additional conditions
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that depend on Δ𝑀𝑖 (𝑖 = 1, 2). For random numbers, the quadratic terms remain, and the linear ones
are set to zero, so we get:

𝐸{|�̂�𝐷(𝜔, 𝜃)|2} = |𝐻𝐷(𝜔, 𝜃)|2 + 2𝜎2
𝑀 . (13)

As a result, we can obtain a modified expression for DI:

𝐸{|𝐷�̂�𝐷(𝜔)|} =
2 sin2

(︀
𝜔
2 (𝜏𝐷 + 𝜏)

)︀
+ 𝜎2

𝑀

1− 𝑠𝑖 (𝜔𝜏𝐷) cos (𝜔𝜏)𝜎2
𝑀

(14)

It is important to understand that in expression (13) the efficiency factor 𝐻𝐷(𝜔, 𝜃) characterizes the
behavior of the system at high frequencies. While the 𝑊𝑒𝑞 equalization filter takes into account the
effects of microphone instability and enhances them for low frequencies.

Thus, this work shows the dependence of the efficiency of a differential array of first-order micro-
phones on frequency. It can be supplemented using a model of instability of microphone parameters at
low frequencies.

Based on the presented dependence of the directivity on frequency and the instability model of
the microphone parameters, a rational operating frequency range for the normal functioning of the
microphone array can be determined. The lower limit of this range is limited by the instability of the
microphone parameters, and the upper cutoff frequency is determined by the geometry of the array 𝑑.

Currently, there are many applications in which acoustic signals are processed. Microelectromechan-
ical microphones (MEMS) are increasingly being used for these purposes. The use of such microphones
allows the construction of differential microphone arrays. Microelectromechanical systems (MEMS) are
a variety of microdevices of a wide variety of designs and purposes, in the production of which modified
microelectronics technological techniques are used. Typically, all elements of such systems are placed
on a common silicon base, the size of which is only a couple of millimeters. A MEMS microphone is an
electro-acoustic device for converting sound vibrations into electrical waves, which is small enough to
be installed in a tightly integrated product, for example: a smartphone, headset, speakerphone, laptop or
any other device. There are two fundamentally important elements in such microphones: an integrated
circuit (ASIC) and a MEMS sensor. It is the latter that ensures the capture and subsequent transmission
of sound. The MEMS sensor itself consists of a flexible membrane and a rigidly fixed cover. Under the
influence of air pressure, the membrane moves, changing the capacitance between the plates. This
data is recalculated and output as an electrical signal to an integrated circuit. It is this signal that is
converted into the sound that we hear.

Thanks to their design, MEMS microphones have the following advantages. Greater resistance to noise,
vibration and temperature changes due to the absence of unnecessary connecting elements. Multiple
MEMS microphones can be combined together to create a single array. Thanks to capacitive technology,
these microphone arrays can capture sound from a precisely defined direction, effectively canceling
echoes and background noise. Unlike other small microphones, such as electrets, MEMS microphones
include more additional elements, such as preamplifiers, various filters and analog-to-digital converters.
This means greater functionality while maintaining microscopic dimensions. Possibility of mounting
such devices on the board using soldering.

Despite their many advantages, MEMS microphones are also not without their disadvantages. As we
wrote above, MEMS microphones are often used as part of arrays, which increases the sound capture
area, but at the same time reduces the service life of the devices. To work correctly, all microphones
must work in unison, but the likelihood of one of them breaking is much higher than an individual
device. Worse protection from moisture and dust than other microphones.

Microphone arrays include two or more built-in microphones, to which is added a programmable
microprocessor designed to continuously determine the primary source of audio input and optimally
adjust the output to achieve the best sound quality.

Let us highlight the most significant quality indicators of sound capture systems:

• useful signal/noise ratio, where the useful signal is the sound of the drone engine, and the noise
is background noise, the microphone’s own noise, and sounds from non-target sources;
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• the shape of the radiation pattern and the ability of the system to change it depending on the
environment;

• ability to localize the source of a useful signal and measurement accuracy parameters.

The most common way to build a signal capture unit is based on analog microphone arrays. A
description of the problems that arise when developing analog microphone arrays, as well as the
rationale for reducing the importance of the problem when using digital microphones in audio capture
systems, is given in table 1.

Table 1
Problems encountered in the development of analog microphone arrays and justification for the feasibility of
using digital microphones.

Problem when designing an analog ar-
ray microphones

Rationale for using digital mirophones

Sharp increase in cost Lack of a large number of auxiliary analog components
Reduced yield of suitable products due
to the large number of components

Reducing the total number of microcircuits and topological com-
plexity leads to an increase in the percentage of usable products
due to the general laws of statistics

Increased development and debugging
costs

Implementation of algorithms in code and digital interface blocks,
which allows you to attract developers with less qualifications and
experience

High sensitivity to electromagnetic ra-
diation and power quality

The use of digital components is less sensitive to static failures and
degradation of power supply quality

Increased production cycle Less topological complexity guarantees the ability to produce a
product according to almost any modern technological standards,
making the launch process faster and cheaper

Increasing the testing cycle The digital implementation allows you to write synthetic tests and
generate input signals in the same way. Digital generators are more
flexible and low cost, and the testing and debugging process is
reduced to working with code

As an alternative to existing approaches that have the disadvantages outlined above, the authors
of this work proposed to use an architecture built using digital MEMS microphones, which have
become widespread recently. The meter for these microphones is located on-chip, so its digital output
is minimally affected by the components that surround it. The most simple, inexpensive and perfect
solution in terms of signal capture parameters was developed, which consists of using digital MEMS
microphones and an Arduino microcomputer.

When choosing a digital microphone for use in a linear differential microphone array, it is important
to consider the following factors:

• Sensitivity: The sensitivity of the microphone is a measure of how well it can convert sound
waves into electrical signals. A higher sensitivity microphone will be able to pick up quieter
sounds, but it may also be more susceptible to noise.

• Signal-to-Noise Ratio (SNR): The SNR of the microphone is a measure of the ratio of the desired
signal (sound) to the undesired signal (noise). A higher SNR microphone will have less noise,
resulting in cleaner recordings.

• Dynamic range: The dynamic range of the microphone is the range of sound pressure levels that
it can accurately measure. A wider dynamic range microphone will be able to capture both very
loud and very quiet sounds without distortion.

• Linearity: The linearity of the microphone is a measure of how accurately it can reproduce the
input signal. A more linear microphone will produce recordings that are more faithful to the
original sound. In addition to the above factors, it is also important to consider the cost and
availability of the microphone when making a selection.
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Each digital MEMS microphone can be simplified into the model shown in figure 9. Input sound
vibrations are converted through a MEMS membrane into a weak electrical signal, which is then fed to
the input of amplifier A. The pre-amplified signal then passes through an analog low-pass filter (LPF),
which is necessary to protect against aliasing. The final element of signal processing in the microphone
is a 4th order Σ−Δ modulator, which converts the input analog signal into a one-bit digital stream.
The frequency of data bits from the output of the Σ−Δ modulator is equal to the frequency of the
input timing signal CLK and, as a rule, lies in the range from 1 to 4 MHz.

Figure 9: A simple model of a digital MEMS microphone.

In the time domain, the output of a Σ − Δ modulator is a jumbled collection of ones and zeros.
However, if we assign a value of 1.0 to each high logical level of the microphone output, and a value of
–1.0 to each low level and then perform a Fourier transform, we will obtain a spectrogram of the output
data from the microphone.

Let’s look at the pins of a digital microphone. VDD – microphone power supply, GND – Ground,
CLK – input clock signal, synchronously with which the DATA line switches its DATA states. During
one half of the CLK cycle this pin is in a high impedance state, and during the second half it serves
as a pin for reading data from the Σ−Δ output of the microphone modulator. 𝐿/𝑅𝑆𝑒𝑙 – this pin is
used to control switching of the DATA line. If 𝐿/𝑅𝑆𝑒𝑙 is connected to VDD, then after some time after
detecting the rising edge of the CLK signal, the DATA pin goes into a high impedance state, and after
the arrival of the falling edge of the CLK signal, the DATA pin is connected to the Σ−Δ output of the
microphone modulator. If 𝐿/𝑅𝑆𝑒𝑙 is connected to GND, the edges of the CLK signal, along which the
DATA line switches, are reversed (figure 10).

Figure 10: The pins of a digital microphone.

To isolate the audio frequency band signal, the data from the microphone must be filtered and
resampled at a lower frequency (usually 50–128 times lower than the sampling frequency of the Σ−Δ
modulator). A digital low-pass filter filters out external noise and the microphone’s own noise outside
the operating band (𝑓 > 𝐹𝐶𝐿𝐾/2𝑀) to protect against aliasing, and also makes it possible to reduce
the data repetition rate. In figure 11 presents one of the possible options for processing a one-bit data
stream from a microphone, implemented in software on a DSP or in hardware in audio codecs. Shown
in figure 11, the sampling frequency compression circuit (compressor) lowers the sampling frequency
due to the fact that from every 𝑀 samples of the filtered signal 𝑤(𝑚𝑀), 𝑀˘1 sample is discarded. The
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input and output of the converter shown in figure 8 are related by the following expression:

𝑦(𝑚) = 𝑤(𝑚𝑀) =
∞∑︁

𝑘=−∞
ℎ(𝑘)𝑥(𝑚𝑀 − 𝑘). (15)

Figure 11: Signal conversion by Σ−Δ modulator.

MEMS microphones have PDM (Pulse-Density Modulation, PDM) outputs. Pulse density modulation
is a method of transmitting the relative change in signal per sample, which can be mathematically
described by the formula

𝑥[𝑛] = −𝐴(−1𝑎[𝑛]), (16)

where 𝑥[𝑛] contains in each term the relative change in the signal in the form of 1 bit with a sign, which
is specified by the transition. A negative increment is a transition from 1 to 0, a positive increment is
from 0 to 1. Repeating ones increases the overall amplitude of the signal, and repeating zeros decreases
(figure 12).

Figure 12: Period of a sine wave per 100 samples.

A mathematical model for pulse density modulation can be obtained using a delta-sigma modulator
model. In the discrete frequency domain, the operation of a delta-sigma modulator can be described by
the formula

𝑂(𝑧) = 𝐼(𝑧) + 𝐸(𝑧)(1− 𝑧−1), (17)

where 𝑂(𝑧), 𝐼(𝑧) are the signal spectra at the input and output of the modulator; 𝐸(𝑧) is the sampling
error of the delta-sigma modulator; 1− 𝑧−1 is high-pass filter. As a result of transforming the formula,
we get

𝑂(𝑧) = 𝐸(𝑧)[𝐼(𝑧)−𝑂(𝑧)𝑧−1)]
1

1− 𝑧−1
. (18)

According to this formula, the error 𝐸(𝑧) reduces the value of the signal at the output 𝑂(𝑧) in the
low-frequency region and increases it in the high-frequency region, as a result of which the quantization
noise spectrum shifts predominantly to the high-frequency region.
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Table 2
Array characteristics (ULA with 2 microphones).

Array characteristic Value

Array directivity 2.97 dBi at 0 Az; 0 El
Array span x=0 m y=17 mm z=0 m

Number of elements 2
HPBW 60.50∘ Az / 360.00∘ El
FNBW 180.00∘ Az / -∘ El

SLL - dB Az / - dB El
Element polarization None

Let 𝑖[𝑛] be a sample of the signal at the input of the modulator in the time domain, and 𝑜[𝑛] be a
sample of the output signal, then, using the inverse 𝑧-transform, we can proceed to the expression

𝑜[𝑛] = 𝑖[𝑛] + 𝑒[𝑛]− 𝑒[𝑛− 1], (19)

where

𝑜[𝑛] =

{︂
1 if𝑥[𝑛] ≥ 𝑒[𝑛− 1];
−1 if𝑥[𝑛] < 𝑒[𝑛− 1];

(20)

𝑒[𝑛] = 𝑜[𝑛]− 𝑖[𝑛] + 𝑒[𝑛− 1]. (21)

The signal from the output signal sample 𝑜[𝑛] is represented as 1 bit and takes values ±1, and is
implemented so that the value of the current quantization error 𝑒[𝑛] is minimal. In this case, the
quantization error 𝑒[𝑛] of each sample appears at the device input during the subsequent sample.

When implementing frequency converters in software, a finite impulse response (FIR) filter or an
Infinite impulse response (IIR) filter can be used as a digital LPF. Developers should be very careful
when choosing the type of filter, its length and bit depth, since the performance of the entire system as a
whole directly depends on this. A correctly calculated and implemented decimator (frequency converter)
in some cases will significantly reduce the cost of products and increase its technical characteristics.

As a second option, audio codecs adapted for this can be used to convert data from the output of a
digital microphone, which will significantly reduce product development time. For example, Analog
Devices offers the ADAU1361 and ADAU1761 codecs, which are suitable for the ADMP521 microphones.
In our work we used a microphone ADMP521. However, the process of creating digital audio devices
becomes simple in terms of hardware implementation and complex in terms of writing programs for
the microcontrollers used.

Next, we conducted a simulation and computational experiment of a uniform linear array of 2
omnidirectional microphones using Matlab Sensor Array Analyzer.

The following model parameters were used. The distance between the microphones is 20 mm. The
board has two MEMS microphones spaced 20 mm apart. This spacing is ideal for detecting acoustic
events. Additionally, the 20 mm spacing is equivalent to 8 · 2.54 mm, which makes it suitable for
DIP (Dual In-line Package) – a type of housing for microcircuits, electronic modules and some other
electronic components. Experimentally, a distance of 0.017 m was determined for the formation of a
bi-directional pattern.

Next, we conducted a simulation and computational experiment of a uniform linear array of 2
omnidirectional microphones using Matlab Sensor Array Analyzer. The following model parameters
were used. The distance between the microphones is 17 mm. The speed of sound is 343 m/s, the signal
frequency is 10 kHz. As a result, we obtained the parameters listed in table 2.

The Matlab script is listed below:

% Create a Uniform Linear Array Object
Array = phased.ULA(’NumElements’,2, ’ArrayAxis’,’y’);
Array.ElementSpacing = 0.017;
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Array.Taper = ones(1,2).’;
% Create an omnidirectional microphone element
Elem = phased.OmnidirectionalMicrophoneElement;
Elem.FrequencyRange = [0 10000];
Array.Element = Elem;
% Assign Frequencies and Propagation Speed
Frequency = 10000;
PropagationSpeed = 343;
% Create Figure
% Plot Array Geometry figure;
viewArray(Array,’ShowNormal’,true,
’ShowTaper’,true,’ShowIndex’,’All’,
’ShowLocalCoordinates’,true,’ShowAnnotation’,true,
’Orientation’,[0;0;0]);
% Find the weights
w = ones(getNumElements(Array), length(Frequency));
% Plot 2d azimuth graph
format = ’polar’;
cutAngle = 0;
plotType = ’Directivity’;
plotStyle = ’Overlay’;
figure;
pattern(Array, Frequency, -180:180, cutAngle, ’PropagationSpeed’,
PropagationSpeed, ’CoordinateSystem’, format ,’weights’, w,
’Type’, plotType, ’PlotStyle’, plotStyle);
% Find the weights
w = ones(getNumElements(Array), length(Frequency));
% Plot 2d elevation graph
format = ’polar’;
cutAngle = 0;
plotType = ’Directivity’;
plotStyle = ’Overlay’;
figure;
pattern(Array, Frequency, cutAngle, -90:90, ’PropagationSpeed’,
PropagationSpeed, ’CoordinateSystem’, format ,’weights’, w,
’Type’, plotType, ’PlotStyle’, plotStyle);
% Find the weights
w = ones(getNumElements(Array), length(Frequency));
% Plot U Pattern
format = ’uv’;
plotType = ’Directivity’;
plotStyle = ’Overlay’;
figure;
pattern(Array, Frequency, -1:0.01:1, 0, ’PropagationSpeed’,
PropagationSpeed, ’CoordinateSystem’, format,’weights’, w,
’Type’, plotType, ’PlotStyle’, plotStyle);

The resulting pattern has the shape of a bi-directional (figure 13). As you can see, the design of
the grille allows you to create a grille with the main lobes directed at -90 and 90 degrees. To form a
cardiode radiation pattern, as mentioned above, it is necessary to use delay-and-sum and filter-and-sum
algorithms. The meaning of these algorithms is that microphone signals are added with different
delays (different phase shifts), aligning the phases of signals coming from the selected direction (source
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localization) for each frequency. In this case, the beamforming algorithm makes it possible to amplify
the signals generated by sound coming from the selected direction, i.e. performs a kind of focusing of
sounds.

Figure 13: The geometry of the array and the directional diagram (linear array of 2 microphones).

ADMP521 microphones were connected to the ADAU1761 codec in accordance with the technical
specifications of both products (figure 14).

A model was also created based on an array of four omnidirectional microphones located at a distance
of 20 mm (figure 15). The following model parameters were used. The distance between the microphones
is 17 mm. The speed of sound is 343 m/s, the signal frequency is 10 kHz. As a result, we obtained the
parameters listed in table 3.

Table 3
Array characteristics (ULA with 4 microphones).

Array characteristic Value

Array directivity 5.98 dBi at 0 Az; 0 El
Array span x=0 m y=51 mm z=0 m

Number of elements 4
HPBW 26.52∘ Az / 360.00∘ El
FNBW 60.58∘ Az / -∘ El

SLL 11.30 dB Az / - dB El
Element Polarization None

The Matlab script has the following form:

% Create a Uniform Linear Array Object
Array = phased.ULA(’NumElements’,4, ’ArrayAxis’,’y’);
Array.ElementSpacing = 0.017;
Array.Taper = ones(1,4).’;
% Create an omnidirectional microphone element
Elem = phased.OmnidirectionalMicrophoneElement;
Elem.FrequencyRange = [0 10000];
Array.Element = Elem;
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Figure 14: Connection diagram of ADMP521 microphones to ADAU1761 codec.

% Assign Frequencies and Propagation Speed
Frequency = 10000;
PropagationSpeed = 343;
% Create Figure
% Plot Array Geometry
figure;
viewArray(Array,’ShowNormal’,true,’ShowTaper’,true,’ShowIndex’,’All’,
’ShowLocalCoordinates’,true,’ShowAnnotation’,true,’Orientation’,[0;0;0]);
% Calculate Steering Weights
Freq3D = 10000;
% Find the weights
w = ones(getNumElements(Array), length(Frequency));
% Plot 3d graph
format = ’polar’;
plotType = ’Directivity’;
figure;
pattern(Array, Freq3D , ’PropagationSpeed’, PropagationSpeed,
’CoordinateSystem’, format,’weights’, w(:,1),
’ShowArray’,false,’ShowLocalCoordinates’,true,
’ShowColorbar’,true,’Orientation’,[0;0;0],’Type’, plotType);
% Find the weights
w = ones(getNumElements(Array), length(Frequency));

32



Figure 15: The geometry of the array and the directional diagram (linear array of 4 microphones).

% Plot 2d azimuth graph
format = ’polar’;
cutAngle = 0;
plotType = ’Directivity’;
plotStyle = ’Overlay’;
figure;
pattern(Array, Frequency, -180:180, cutAngle, ’PropagationSpeed’,
PropagationSpeed,’CoordinateSystem’, format ,’weights’, w,
’Type’, plotType, ’PlotStyle’, plotStyle);
% Find the weights
w = ones(getNumElements(Array), length(Frequency));
% Plot 2d elevation graph
format = ’polar’;
cutAngle = 0;
plotType = ’Directivity’;
plotStyle = ’Overlay’;
figure;
pattern(Array, Frequency, cutAngle, -90:90, ’PropagationSpeed’,
PropagationSpeed,’CoordinateSystem’, format ,’weights’, w,
’Type’, plotType, ’PlotStyle’, plotStyle);

So, during the computational experiment, we built 2 linear microphone arrays with bi-directionality.
The directionality of these arrays can be easily converted to unidirectional (cardioid) using known
algorithms or hardware (codecs). The tuning of the circuit to create cardioid directivity will be considered
in further studies.
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5. Discussion

The following questions require additional discussion and clarification: the dependence of the azimuthal
pattern of the proposed linear microphone arrays on the source frequency; the choice of analog or
digital MEMS microphones and labor-intensiveness in the development of a microphone array; the use
of directional microphones instead of omnidirectional; peculiarities of localization of a moving sound
source (Doppler effect, reflection from obstacles, etc.); higher-order differential beam array formers;
signal processing algorithms of microphone arrays.

6. Conclusions

The study looks at setting up a microphone array to determine the position of a UAV (unmanned aerial
vehicle) based solely on the sound of its engines. The location of the microphones plays a crucial role for
accurate localization. A mathematical model of pulse density modulation of a digital MEMS microphone
is also considered. This work shows the dependence of the efficiency of a differential array of first-order
microphones on frequency. Based on the presented dependence of the directivity on frequency and the
instability model of the microphone parameters, a rational operating frequency range for the normal
functioning of the microphone array can be determined.

A model of a linear microphone array based on MEMS omnidirectional microphones is proposed,
which with a certain geometrical arrangement give a bi-directional pattern, which, in principle, can
be easily transformed into a unidirectional one with the use of special algorithms or hardware (for
example, ADAU1761 codecs). Refinement of the circuit to achieve cardioid directivity will be addressed
in forthcoming research.
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Abstract
A minimal working version of the computer vision subsystem has been developed specifically for deployment on
a research unmanned aerial vehicle (UAV). This subsystem focuses on detecting specific objects present on the
surfaces of water bodies and subsequently classifying them. The effectiveness of this subsystem was evaluated
by comparing two state-of-the-art models, YOLOv5 and YOLOv8, to determine their suitability for addressing
the target problem. To evaluate performance of the resulted model’s series of test was performed. It resulted in
achieving desired output of object detections but with low accuracy of classification, however such systems can
be used as wider-area object detector. According to the obtained results, it can be seen that the system detects
objects on the water surface, but the classification of these objects is not good. There are several reasons for this:
errors in the labeling of the dataset and the small size of the dataset. A possible scenario of using the built model
is the general collection of information about the reservoir without regard to the classification output. In the
process of such exploitation, it can be considered as expedient to collect a dataset that will correspond to the
data from the drone (the data of the current dataset is data from surveillance cameras and video recordings from
boats). In the future, form the dataset according to the developer’s requirements, applying the necessary data
augmentation steps.

Keywords
dataset, model, image distribution, confusion matrix, training metrics, augmentation, mosaic placement of images

1. Introduction

In the modern world of robotics, many tasks require the intervention of artificial intelligence to increase
the number of tasks to be solved [1, 2, 3, 4], increase productivity, reduce execution time, scale processing,
exclude a person from the process of performing routine tasks, and ensure online information collection
and processing processes [5, 6, 7, 8]. So, for example, creating maps and patrolling water bodies
using traditional methods is a time-consuming and time-consuming process that can be improved and
accelerated with the help of artificial intelligence [9, 10, 11].

In the modern period of development of unmanned aerial vehicles comes the realization that many
tasks of research and observation can be transferred to automated drones, which will perform them faster
and better due to the possibility of installing additional computing power as a payload [12, 13, 14, 15].
This approach is also supported by the fact that flight controllers available on the market, such as
Betaflight, Pixhawk, etc. [16, 17], have a wide range of interfaces for communicating with external
devices, exchanging telemetry information, camera data and other interesting data sets that can be
grouped into datasets for automation management and debugging processes [18, 19].

Computer vision systems are technologies that give computers the ability to recognize and analyze
visual data [20]. The structure of a computer vision system is usually complex and depends on the
specific task and the technologies used [21, 22]. However, generally speaking, a computer vision system
can be divided into several key components: data collection, data pre-processing, feature summarization,
recognition and classification, decision-making process, presentation of results, etc.
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Unmanned aerial vehicles (UAVs) have various structural elements that determine their functionality
and characteristics. The main structural elements of a UAV include: fuselage (body), wings, tail unit,
engines, connecting elements, equipment for filming and observation (cameras, sensors). The variety
of tasks for the use of UAVs in water and coastal zones illustrate the importance and relevance of the
conducted research for various fields of application, including full-scale war on the territory of Ukraine,
customs, security, monitoring, ecology and natural science. The purpose of the research is to create a
minimum working version of the computer vision subsystem for use on a research UAV and to provide
instructions for further improvement of the system and its development.

The feasibility of using AI is due to the fact that there is no clear algorithm for detecting objects on
the water surface using image processing methods other than AI. Also, the use of UAVs in combination
with AI will allow processing data from large areas of the earth and water surface, which will improve
the response to emergency situations with the use of a limited number of human resources [23].

For task of object detection in the image, there are a large number of software solutions that allow
you to construct and train a neural network. Examples of such solutions are tensorflow, pytorch, theano,
ultralytics, chainer libraries. Since the task of creating a dataset is part of the usual functionality of the
libraries, the range of possible options is narrowed to the ultralytics API, which is less flexible in terms
of model selection, but provides a wide functionality for working with data. To perform the given task,
it is most appropriate to use the Ultralytics API, as they provide the necessary functionality for dataset
synthesis and provide interfaces for programming the training of a wide range of models for object
detection. The software is written in the Python programming language due to its dynamic typing and
automatic garbage collection, as well as a port of the above API for this language.

2. A model of an artificial intelligence system

2.1. Creating a dataset

The subsystem will control the drone, which must move along the route at the points specified by the
user, and be able to detect such objects as boats, ships, buoys, garbage islands, swimmers and drowning
people from the image from the camera.

The dataset is under development and is a compilation from several data sources:
https://universe.roboflow.com/hamdi-ali/plastic-pollution-ugslg, https://universe.roboflow.
com/double-o-co-ltd/marine-object-detection-yjybm/dataset/4, https://universe.roboflow.com/
pwnface4-gmail-com/drowning-people. The general principles, application, versatility and features of
use are given in [24, 25, 26, 27, 28]

Model definition: since it is planned to implement the model on a Raspberry microcomputer, 2
possible models for training can be distinguished, YOLOv5 due to its small size and YOLOv8 due to
the fact that with approximately the same number of parameters as YOLOv5, the model gives a better
result, as shown in figure 1.

In the figure 1, the number of parameters is shown on the abscissa axis, and the effectiveness is
shown on the ordinate axis.

The following are examples of the considered images. The “Boat” object class is shown in figure 3.
The object class “Ship” is shown in figure 4.
The object class “Buoy” is given on figure 5.
The class of objects “Swimmer” is shown in figure 6.
The object class “Drowning man” is shown in figure 7.
The distribution of images by classes is shown in figure 8.
The largest number of markings belongs to the boat class (1629 units). Along with this class, the

following classes are well represented (in descending order): swimmer, boat and buoy, respectively
1498, 1270 and 1186. The garbage and drowning man classes contain the least number of images, which
can lead to training anomalies. The distribution of images between datasets is shown in figure 9.

This distribution is due to the fact that for the available 6,000 images, the test data set will consist of
three hundred images, which is more than enough to test the performance of the model.
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Figure 1: Average accuracy on the dataset
common objects in context depending on
the model used and the number of trained
parameters.

Figure 2: Comparison of performance of YOLO
(you only look once) v8 vs YOLOv5 models in detection,
segmentation and classification tasks.

(a) (b)

Figure 3: Examples of images of the “Boat” object class, (a) – top view and (b) – front view.

The selection of these classes for the dataset was due to the fact that it allows covering a large part of
the objects of maritime navigation and interaction. The addition of human images to the dataset is also
due to the fact that the deployable drone can be used as a rescue drone and add the functionality of
calling rescuers or providing assistance: lifebuoys or vests can be attached to the drone.

2.2. Primary testing

For the YOLOv5 model, the confusion matrix is shown in figure 10.
The history of the metrics of the training model is given in figure 11.
We can see that the model classifies swimmers and debris islands well, although this may be the

result of insufficient images for these classes. The most successful class for recognition was “boat” with
a probability of correct recognition of 52 percent, which is the expected result for this model. The
classes “Buoy” and “Drowning man” are recognized worse and usually the model classifies them as
background.

This may be due to both their similarity in the image and their small size and few special features.
Ships are also poorly recognized, possibly due to the large number of images in the dataset, in which
the ship is a tanker on the horizon and, accordingly, has small dimensions in the image.
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(a) (b)

Figure 4: Examples of images of the “Ship” object class, (a) – single images of ships at a distance from each
other and (b) – boats with a background and a certain number of the same and different types with and without
accompanying objects.

(a) (b)

Figure 5: Examples of images of the object class “Buoy”, a), b) contain concentrated and distributed aggregates
of buoys in a frontal view with background and extraneous objects. A distinctive feature of all markings is their
small size.

Figure 12 shows the results of model verification.
The analysis shows that the model recognizes the object correctly, but gives a small percentage of

confidence in its predictions. It is because of this fact that some objects remain unrecognizable.
For the YOLOv8 model, figure 13 shows the confusion matrix.
The history of the metrics of the training model is given in figure 14.
Results of model verification is given in figure 15.
The analysis shows that the model recognizes the object correctly, but gives a small percentage of

confidence in its predictions. It is because of this fact that some objects remain unrecognizable.
The obtained results give grounds for the conclusion that problems in training the model arise
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(a) (b)

Figure 6: Examples of images of the “Swimmer” object class, all images are shallow and a large cluster is noted
for them, Figure 6 b) contains extraneous objects.

(a) (b)

Figure 7: Examples of images of the object class “Drowning Man”, all images in Figure 7 are similar and almost
indistinguishable from images of swimmers.

Figure 8: Distribution of images by classes.

precisely because of the dataset. Accordingly, for further development and obtaining a higher-quality
model, an increase in the number and quality of marked images is required.

At the current stage, YOLO8 has better class recognition performance, although both models correctly
locate objects, but have low confidence in the obtained results. This could be due to poor annotation,
namely the similarity of the classes “Boat” and “Ship”, “Drowning man” and “Swimmer”, so I think it is
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Figure 9: Distribution of images between datasets.

Figure 10: The confusion matrix.

Figure 11: History of training model metrics.

necessary to add more images, re-evaluate the old ones and add data augmentation to diversify the
training data.
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(a) (b)

Figure 12: Results of model verification.

Figure 13: Confusion matrix for the YOLOv8 model.

3. Dataset editing

After marking another two thousand images, it was decided to move on to training a new model based
on the YOLOv8 model. Images with the following types of augmentations were introduced into the
dataset: cropping images for better behavior on images with small objects, generating a new image by
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Figure 14: History of training model metrics.

(a) (b)

Figure 15: Results of model verification. a) – from the dataset, b) – network prediction.

placing images in a mosaic, which allows the model to better process images with lower resolution and
smaller objects, vertical mirroring in order to exclude the possibility of an uneven distribution of boats
between the classes with the nose to the left and to the right.

The parameters of the resulting dataset are given in figure 16.
Examples of augmented images of objects are shown in figure 17.
Training was performed over one hundred epochs with a pre-trained model provided by the ultralytics

API. In figure 18 shows the history of training metrics of the YOLOv8 model.
Figure 19 shows the confusion matrix for the YOLOv8 model.
The results of detection of the newly trained model are shown in figure 20.
We can see that the results differ to a certain extent, which confirms the correctness of the chosen

direction of improving the dataset.
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Figure 16: Parameters of the resulting dataset.

(a) (b)

Figure 17: A mosaic-augmented image of the object.

4. Testing

4.1. Testing on third-party images with classification enabled

In figure 21a shows the image after processing by the YOLOv8 model with an accuracy threshold of 0.4,
which was able to detect the object “Swimmer” at the location of one of the many objects “Boat” with a
probability of 0.56.
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Figure 18: YOLOv8 model training metric history after dataset change.

Figure 19: Confusion matrix for the YOLOv8 model.

The image shown in figure 21b has a high probability of recognizing the objects “Boat” and “Ship”,
but assigns the recognized objects to the wrong class (misclassification).

A fairly large volume of research was conducted, as a result of which a significant number of results
were obtained and summarized, in particular. A single simple object in the frontal image is correctly
recognized and classified. The small Buoy object in the background is completely ignored by the model.
A small number of relatively large mountain-view objects were classified with high confidence and
correctly. The swimmers closest to the camera were most likely detected, all other objects, including the
“Boat”, were not detected. When testing the model, the Garbage object was not recognized, and the Boat
object was completely ignored. The example of a swimming frame illustrates the correct recognition
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(a) (b)

Figure 20: Results of model verification: a) – marked, b) – predicted

(a) (b)

Figure 21: Image after processing with YOLOv8 model

of several Swimmer objects from a large number of available ones and the complete ignoring of the
recognition of Boat objects. For the three Boat objects, the YOLOv8 image model sees two Swimmer
objects instead of the expected Boat objects. Non-existent objects are not found, the class of existing
objects is confused, possibly due to the small size of the latter.
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4.2. Test results for reduced accuracy threshold with object detection classification
function disabled, YOLOv8

For the following objects, the accuracy threshold was reduced to 0.1 and the classification function
was disabled. Almost all recognized objects were correctly located. The model does not define objects
where they do not exist.

The figure 22 shows examples of images with the accuracy threshold reduced to 0.1 and the classifi-
cation function disabled.

(a) (b)

Figure 22: Image with reduced accuracy threshold to 0.1 and disabled classification function.

For experimental objects, 100 percent of objects were marked regardless of scale. Marking occurred
several times, which can be corrected by filtering the resulting bounding boxes.

In the presence of a large cluster of diverse and different objects, large-scale foreground objects were
marked. The rest of the objects are consolidated into one large object.

There were options where objects in the foreground only were recognized that were given a large
scale, 100 percent of objects were marked regardless of scale, most of the various objects were marked
regardless of scale, and non-existent objects were not marked. All obtained results are processed and
summarized.

5. Conclusions

According to the obtained results, it can be seen that the system detects objects on the water surface, but
the classification of these objects is not good. There are several reasons for this: errors in the labeling
of the dataset and the small size of the dataset.

The comments shown in the figure 23 have been received from the API developers for working with
artificial intelligence.

A possible scenario of using the built model is the general collection of information about the reservoir
without regard to the classification output. In the process of such exploitation, it can be considered as
expedient to collect a dataset that will correspond to the data from the drone (the data of the current
dataset is data from surveillance cameras and video recordings from boats). In the future, form the
dataset according to the developer’s requirements, applying the necessary data augmentation steps.
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Figure 23: Developer comments.
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Abstract
The modern approaches to the classification of satellites was analyzed, the relevance of the use of the fuzzy
logic apparatus and the main stages of solving the given problem using the theory of fuzzy sets was determined.
The features of the classification of satellites, which can be obtained both from the analysis of a priori and a
posteriori information about satellites, and can be numerical, categorical or linguistic, was determined. The
need to define linguistic variables and their linguistic terms for those features of the classification of satellites
that can be presented in a linguistic form was substantiated. The choice of the method of constructing the
membership function of a fuzzy set of defined features of the satellites classification, which can be presented in a
linguistic form, was justified. Further steps to solve the problem of satellites classification based on fuzzy logic
was outlined: building a system of fuzzy rules for satellites identification and creating a fuzzy knowledge base for
their classification.

Keywords
classification of satellites, features of classification, fuzzy set, linguistic variables, membership function,

1. Introduction

The composition of the space systems of the world’s leading states that carry out space activities
is actively changing today. The number of satellites is increasing, their functional capabilities are
improving due to the development of the material, technical and scientific base.

Considering the martial law introduced in Ukraine from February 24, 2022, space support and, in
particular, space situational awareness (space situation analysis) is an urgent need in the process of
planning the activities of national security and defense entities, which requires a clear classification of
satellites, which is determined by their purpose.

A clear understanding of the purpose of satellites allows you to take into account the peculiarities
of their functioning and influence on various spheres of activity of state authorities, especially to
ensure the national security and defense of Ukraine [1]. It is necessary to classify satellites, which is an
important task for carrying out space activities (for example, planning observations, protection against
possible observations from space, etc.).

The development of technologies and the appearance of new satellites may require the expansion of
existing classification features, that is, such as the satellites classes defined for a certain period of time
which are not static. Under such conditions, classification features obtained from both a priori and a
posteriori information about satellites can be numerical, categorical or linguistic.

Taking into account heterogeneous features requires the use of appropriate mathematical apparatus,
which will allow them to be formalized for the further classification of satellites, which is an current
scientific task.
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2. Related works

Many scientific works are devoted to the issue of object classification. Different approaches have
been proposed to solve the classification task, for example, using of the backpropagation algorithm
of artificial neural networks for the classification of GPS satellites and the calculation of geometric
accuracy coefficients of their positioning [2], deep and multi-core learning based on recurrent and
convolutional neural networks [3, 4] for synchronous identification of the shape and position of satellites
in geostationary orbit [5], etc.

But most of the attention is given to the classification of satellites from the point of view of their
further application or the use of data that can be obtained from satellites.

Thus, the classification of GPS satellites using improved learning algorithms is considered to solve the
problem of calculating the geometric accuracy coefficients of GPS satellites positioning [2]. The unified
classification of satellites based on mass and size is one of the tools for determining the size of launch
vehicles and the cost of launching satellites into orbit [6]. Classification of satellites in geostationary
orbit with deep and multi-core learning is one of the approaches to ensure the safety of objects in
geostationary orbit [5].

In Ukrainian works, options for the satellites classification are considered using the example of species
observation satellites based on the analysis of their features and the systematization of information
about space systems, a generalized classification of satellites is proposed [7, 8, 9]. In other publications,
attention is paid to the problems of choosing satellites for the use of their target information [10, 11, 12].

Thus, in modern scientific works, the results of research on the classification of satellites by individual
features are reflected, and the specified task by a set of features is almost not considered.

In the case when there is no clear boundary separating the classes (for example, heterogeneous
features belong to several classes), the approach using fuzzy logic [13, 14, 15] will allow classifying
satellites by a set of heterogeneous features with a certain probability of truth [16].

The purpose of the article is to determine the linguistic variables and the membership function of a
set of features for the further satellites classification using the theory of fuzzy sets.

3. Method

In the modern conditions of using information about the state and changes of the space situation,
there is an urgent need for reliable and complete information about the purpose of satellites, which is
complicated by certain limitations in the use of measuring tools, etc. [1, 17].

In order to increase the accuracy of determining the purpose of satellites, the reliability of their
classification, it is proposed to use the mathematical apparatus of the theory of fuzzy sets to classify
satellites based on a priori and a posteriori information that can be obtained from open sources.

The initial stage in the task of satellites classification using fuzzy set theory is the determination of
the features of satellites that will be used for classification. These features can be numerical, categorical
or linguistic.

It is possible to classify satellites according to the information that precedes their launch and the
information that is available for analysis after the launch. Thus, it is possible to distinguish a priori
(pre-launch) and a posteriori (post-launch) features of classification, which, in turn, can be direct and
indirect [18].

The initial information before launch for classification is the satellite launch plan. Information from
the satellite launch plan can be interpreted accordingly to table 1.

After launch, the satellite classification is refined based on the use of a posteriori information and its
orbital parameters obtained from official sources or from measuring devices.

Taking into account that all features are different, it is possible to obtain a generalized conclusion
and make a decision regarding the belonging of satellite to a certain class with a certain degree of truth
using a mathematical apparatus of fuzzy derivation.

The problem of data classification can be solved by the fuzzy inference system, which is based on the
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Table 1
Information from the satellite launch plan.

Category of information Type of a priori feature

Declared purpose of the satellite direct, categorical
The launch site (cosmodrome) indirect, linguistic

The type of launch vehicle that will be used to launch the satellite indirect, linguistic
Name of satellite direct, linguistic

The customer of the satellite indirect, linguistic
The developer of the satellite indirect, linguistic
Configuration of the satellite direct, linguistic
Launch mass of the satellite indirect, numerical

Estimated (warranty) period of operation of the satellite indirect, numerical
Type of orbit indirect, linguistic

Inertial longitude of the ascending node of the orbit indirect, numerical

algorithm of obtaining fuzzy conclusions based on fuzzy premises using concepts of fuzzy logic [16].
The process of fuzzy derivation combines the main concepts of fuzzy set theory: membership functions,
linguistic variables, fuzzy logical operations, methods of fuzzy implication, and fuzzy composition [18].

The general scheme of the fuzzy inference system is presented in figure 1.

Figure 1: The general scheme of the fuzzy inference system.

Fuzzy inference systems are defeaturesed to transform the values of input variables into output
variables based on the use of fuzzy rules. For this, fuzzy inference systems should contain a base of
fuzzy rules and initial term sets [18].

The main stages of fuzzy derivation (figure 1) are [18]:

• fuzzification of input variables;
• aggregation of preconditions in fuzzy rules;
• activation or composition of subconclusions in fuzzy rules;
• accumulation of conclusions of fuzzy rules.

In general, the classification of objects based on fuzzy logic is a complex process and requires a large
amount of input data, but the main advantage of applying the proposed approach is the ability to use
information that may be fuzzy, but still useful for decision-making.
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Consider the first stage of the process of fuzzy derivation – fuzzification of input variables – establish-
ing correspondence between the specific (usually numerical) value of a separate input variable of the
system of fuzzy derivation and the value of the membership function of the corresponding term of the
input linguistic variable. After that, specific values of membership functions for each of the linguistic
terms used in the prerequisites of the fuzzy inference system rule base must be determined for all input
variables [18].

Formally, the fuzzification procedure is performed as follows. At the beginning of fuzzification, the
specific values of all input variables of the fuzzy inference system are determined, that is, the set of
values 𝐴 = 𝑎1, 𝑎2, ..., 𝑎𝑚.

In the general case, each 𝑎𝑖 ∈ 𝐸𝑖, where 𝐸𝑖 is the universe of the linguistic variable 𝛽𝑖.
Next, we consider each of the subconditions of the form 𝛽𝑖 ∈ 𝑇 of the fuzzy derivation system rules,

where 𝑇 is some term with the corresponding membership function 𝜇(𝑥), which can be analytically
specified, for example, in the following form:

𝜇(𝑥, 𝑎, 𝑏) =

⎧⎨⎩
1, 𝑥 ⩽ 𝑎

𝑏−𝑥
𝑏−𝑎 , 𝑎 < 𝑥 < 𝑏

0, 𝑏 ⩽ 𝑥

⎫⎬⎭ , (1)

or

𝜇(𝑥, 𝑎, 𝑏) =

⎧⎨⎩
1, 𝑥 ⩽ 𝑎

𝑥−𝑎
𝑏−𝑎 , 𝑎 < 𝑥 < 𝑏

0, 𝑏 ⩽ 𝑥

⎫⎬⎭ . (2)

At the same time, the value 𝑎𝑖 is used as an argument of 𝜇(𝑥) and the quantitative value is found,
which is the result of fuzzification of the subcondition.

The specified approach can be used to solve the task of satellites classification taking into account
the majority of disparate features.

4. Experimental results

Suppose that the launch of the ViaSat 3.2 satellite (ViaSat 3 EMEA) is planned for 2024, which is about
6.4 tons, using an Atlas-5 launch vehicle in an orbit with an altitude of about 35,790 km [19].

For example, consider the features “Type of launch vehicle” and “Type of orbit”, which are indirect
linguistic a priori features for further classification of the satellites.

Correspondence between the type of launch vehicle and its payload is shown in table 2 [19, 20, 21].

Table 2
Correspondence between the type of launch vehicle and its payload.

Type of launch vehicle Payload, tons

Small up 2
Medium 2-20
Heavy 20-50

Overweight > 50

Correspondence between the type of orbit and its altitude is shown in table 3 [19, 20, 21].
Let’s define the linguistic variable “Type of launch vehicle” as 𝛽1. Then “Small, Medium, Heavy,

Overweight” will be the set of terms 𝑇1 of this linguistic variable 𝛽1:

𝑇1 = {𝑆𝑚𝑎𝑙𝑙,𝑀𝑒𝑑𝑖𝑢𝑚,𝐻𝑒𝑎𝑣𝑦,𝑂𝑣𝑒𝑟𝑤𝑒𝑖𝑔ℎ𝑡} . (3)

The set of all ranges of values of the variable 𝛽1:

𝐸1 = [0, > 50] . (4)
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Table 3
Correspondence between the type of orbit and its altitude.

Type of launch vehicle Payload, tons

Low 160-2000
Medium 2000-35786
High > 35786

Let’s define the linguistic variable “Type of orbit” as 𝛽2. Then “Low, Medium, High” will be the set of
terms 𝑇2 of this linguistic variable 𝛽2:

𝑇2 = {𝐿𝑜𝑤,𝑀𝑒𝑑𝑖𝑢𝑚,𝐻𝑖𝑔ℎ} . (5)

The set of all ranges of values of the variable 𝛽2:

𝐸2 = [160, > 35786] . (6)

Consider the process of fuzzification of four fuzzy statements for the input linguistic variable 𝛽1
– “Type of launch vehicle”: “Type of launch vehicle small”, “Type of launch vehicle medium”, “Type
of launch vehicle heavy”, “Type of launch vehicle overweight”. The fuzzification of the first fuzzy
statement gives the value “0”, which is obtained by substituting the value 𝑥1 = 6.4 into of the argument
of the membership function. The fuzzification of the second fuzzy statement gives the value “0.24”,
which is obtained by substituting the value 𝑥1 = 6.4 into the argument of the function accessories.
The fuzzification of the third and fourth fuzzy statement gives the value “0”, which is obtained by
substituting the value 𝑥1 = 6.4 into the argument of the function accessories. The result of fuzzification
for the input linguistic variable 𝛽1 on figure 2.

Figure 2: The result of fuzzification for the input linguistic variable 𝛽1.

Consider the fuzzification process of three fuzzy statements for the input linguistic variable 𝛽2 –
“Type of orbit“: “Orbit type is low”, “Orbit type is medium”, “Orbit type is high”. The fuzzification of
the first and second fuzzy statements gives the value “0”, which is obtained by substituting the value
𝑥2 = 35790 to the argument of the membership function for linguistic variable “Orbit type is low” and
“Orbit type is medium”. The fuzzification of the third fuzzy statement gives the value “0.84”, which
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is obtained by substituting the value 𝑥2 = 35790 to the argument of the membership function for
linguistic variable “Orbit type is high”. The result of fuzzification for the input linguistic variable 𝛽1 on
figure 3.

Figure 3: The result of fuzzification for the input linguistic variable 𝛽2.

With the known values of the variables “Payload weight” = 6.4 tons and “Orbital height” = 35790
km, a preliminary conclusion can be made about the type of launch vehicle that can be used during
the launch of the satellites and the likely type of orbit to which it will be possible the satellites will be
launched.

5. Conclusions and further research

Thus, using the theory of fuzzy sets, the linguistic variables of some features of the satellites classification
were formalized and an example of the calculation of their membership functions was given. The
following steps in the classification process are:

1) finding the degrees of truth of the simplest statements based on the given values of the input
parameters;

2) calculation of the truth of the prerequisites of the rules;
3) determination of membership functions of each of the conclusions for the general linguistic variable;
4) unification of membership functions through the construction of their maximum;
5) obtaining a specific value of the output variable.

The proposed approach can be used to solve the problem of complex classification of satellites, taking
into account the majority of heterogeneous features.

6. Contributions by authors
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• Project administration, Ihor A. Pilkevych;
• Software of modeling membership function, Iryna A. Bespalko;
• Supervision throughout the research process, Ihor A. Pilkevych and Dmytro V. Pekariev;
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Abstract
This paper introduces a detailed software design for a system that evaluates scheduling strategies in container
orchestration systems. Focusing on software architecture, it elaborates on the various components such as
dynamic cluster topology and container configuration streams, cluster packing algorithms, metric collectors and
a state machine for tracking experiment progress. The system incorporates malfunction scenarios, testing the
resilience of different strategies. The system is designed to be flexible and open to be extended with new key
performance indicators and test scenarios. The experiment flow is split into independent iterations that can be
efficiently run in parallel enabling faster experiment executions. The paper reviews related work, positioning
this system as an essential tool in the current research landscape for resource distribution and management in
distributed systems. A key aspect of the design is the client-server architecture, which not only ensures scalability
and adaptability for various experiments but also includes an API for enhanced interaction and result analysis.
This comprehensive design approach makes the designed system a helpful tool for nuanced analysis and informed
decision-making in container orchestration, with the potential to advance in the field by speeding up researches
and creating a collection of strategy evaluation techniques.

Keywords
container orchestration systems, Kubernetes, Docker, Docker Swarm, software design, distributed systems,
resources distribution

1. Introduction

Container orchestration systems (COS) are modern software that provide capabilities to maintain large
and complex systems [1]. The primary technology that COS relies on is a container. Containers can be
described as applications packed with all the dependencies they require, making the deployment of such
applications easy and reproducible across different operating systems and platforms. The convenience
of such deployments accelerates the development of applications [2].

There are multiple components that COS consists of, as illustrated in figure 1: a cluster containing
nodes, with nodes containing containers, and also a scheduler. The scheduler decides which node to
use for deploying the next container in the sequence. To do so, the scheduler uses a scheduling strategy.
Typical strategies include “binpack” and “spread”, each aiming for different goals [3]. For example,
“binpack” aims to maximize the utilization of nodes, while “spread” allows for better fault tolerance [4]
of the deployed application.

The role of the strategy cannot be undervalued, but the choice of strategy is not easy to make. It
depends on a variety of factors, such as resilience to failures, usage of resources, and resource locality.
Machine learning is one direction where strategy development is heading, which makes the comparison
process even more challenging [5].

The key goal of this article is to provide a comprehensive design for an application capable of
evaluating the performance of two or more scheduling strategies. Such an application must be flexible
enough to compare strategies regardless of their implementation and be easily extendable with new
metrics and comparison techniques.
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Figure 1: Key container orchestration system components.

2. Related works

The approach described by Voievodin et al. [6] to evaluate scheduling strategies provides a deep dive
into the important role of the scheduling strategy choice. It proposes key performance indicators for
comparing scheduling strategies and enlists ideas about which algorithms can be used to complete
the evaluation from start to end. This includes packing algorithms, fault tolerance testing, and the
aggregation of experiment results. This article delves deeper into the topic of strategy evaluation and
proposes a more complete and sophisticated design for such evaluation software. While it builds on
the proposed approach and algorithms, it extends the topic further by suggesting a concrete system
structure and software techniques that can be used to implement such a system.

In the context of distributed systems, particularly those utilizing microservices architecture [7], COS
serves as an essential tool, ensuring the efficient and easily scalable operation of independently deployed
services across various computing environments at low overhead [8]. Saboor et al. [9] emphasize the
importance of resource utilization in such applications, noting that they have gained rapid adoption in
the software industry. A study on the aging and fault tolerance of microservices in Kubernetes provides
useful insights on how COS, in the representation of Kubernetes, can achieve different fault tolerance
properties and what options there are [10]. Gogouvitis et al. [11] discuss how container orchestration
can be beneficial to seamless computing in industrial systems, which is software distributed across
different computing domains. Akuthota [12] covers a technique of chaos engineering in distributed
systems, which involves introducing controlled failures to the system to help make them more robust.

Many scheduling strategies have been developed recently, which higlights the actuality of the topic.
An efficient virtual central processor unit scheduling in cloud computing [13]. Container scheduling
using TOPSIS algorithm [14]. A combined priority scheduling method for distributed machine learning

61



[15]. A new container scheduling algorithm based on multi-objective optimization [16]. Improvement
of container scheduling for docker using ant colony optimization [17]. A particle swarm optimization-
based container scheduling algorithm of docker platform [18]. Contention-aware container placement
strategy for docker swarm with machine learning based clustering algorithms [19].

3. Key components of the system

The experiment is a key component and consists of multiple parts, each of which must be separately
configured. These parts include: a stream of configurations, a strategy, a packer, an iteration result
collector, a malfunction algorithm, and a malfunction result collector. Different phases of the experiment
are represented by its state. The state machine includes the states: NEW, RUNNING, COMPLETED,
INTERRUPTED, and FAILED (figure 2).

Figure 2: Experiment states and possible state transitions.

• NEW – indicates that the experiment can be configured. It has not been run yet, and new
experiments might be incomplete in terms of configuration. Experiment components can be
configured step by step.

• RUNNING – indicates that the experiment is currently running, which technically means going
through the experiment flow (figure 3). Experiments that are running can no longer be modified
in terms of configuration; the only change is that they accumulate data points for each new
computed result.

• COMPLETED – indicates that the experiment has successfully completed. Such an experiment
has run through all the configured steps and collected the desired metrics, which can now be
analyzed.

• FAILED – indicates that the experiment was unable to complete successfully. This could be due
to an unexpected error during execution or insufficient resources to finalize the experiment.

• INTERRUPTED – indicates that the execution of the experiment was deliberately interrupted.
The reasons might vary, but primarily it could be to save resources when it’s clear from the results
produced so far that no further executions are necessary.

The class diagram (figure 4) covers the key components of the experiment, offering a detailed look
into interfaces and structures. Before the first iteration starts, there is a setup phase, as illustrated in
figure 3b. The iteration setup includes the propagation of cluster topology to all the strategies. The
topology essentially comprises a set of nodes that have limits and can contain deployed containers. This
topology is generated by the topology stream (figure 3a), a crucial first step. The topology stream allows
for the definition of virtually any cluster structure, including the placement of nodes in physical racks
for further fault tolerance testing. Additionally, the topology stream determines when the experiment
stops, as it concludes when there are no more topologies to run the experiment for. The generated
topology then serves as a prototype [20] for subsequent experiment iterations.

The stream of configurations is responsible for generating container configurations (requirements)
to be placed within a cluster. Firstly, the stream can be either finite or infinite. An infinite stream will
continue generating configurations as long as the packer demands it. Finite streams, on the other hand,
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(a) (b)

Figure 3: Experiment steps, (a) – topology generation, (b) – experiment flow for a single topology.

can be used to test scheduling strategies for a very specific set of container configurations, to seek a
better strategy, or for strategy monitoring purposes. Regardless of whether a finite or infinite stream
is used, virtually any sequence of containers can be provided, including random sequences. A crucial
aspect is ensuring that the same sequence is fed to different strategies, where each strategy operates its
own copy of the cluster to fill.

Secondly, the stream can be used to define application families. For instance, it can generate several
configurations that depend on each other and form a larger application, as commonly seen in microser-
vices architecture [21]. The specific implementation of the stream determines how to establish these
dependencies, and the container configuration structure allows for such connections to be specified.

Thirdly, the stream can replicate a single container configuration multiple times, for example, if an
application must be deployed multiple times within a cluster to ensure better response to failures [22].
Each aspect can be implemented as a separate stream representation. The decorator pattern [20] can
be employed to combine these implementations in a desired manner, allowing for a variety of system
demands to be covered.

The packer is tasked with making decisions regarding when to stop in the case of an infinite stream
of configurations. As discussed by Voievodin et al. [6], such decisions are highly specific to the use-case
being tested. For instance, the packer might stop after encountering the first scheduling request error,
or once the cluster is full. While it is the packer’s responsibility to execute scheduling algorithms, the
packer itself does not depend on the specifics of the strategy implementation.

After the packing process is completed, the results aggregator collects the packing results based on
the state of clusters filled by different strategies. Firstly, the aggregator’s job is to collect important data
points, which it does after the execution of every iteration. Secondly, it produces an aggregate that
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Figure 4: Class diagram of key system components (types notion is Golang specific).

represents these data points. For example, the aggregator might count the number of containers deployed
by each strategy and then compute the average number of containers deployed. The aggregation phase
occurs after the last iteration for the current topology has been executed. The flexible interface of the
results aggregator allows for the production of a wide range of statistical information. For instance, with
all the data points collected, an aggregate might include percentile or median values. The aggregated
results are stored within the experiment and get associated with the corresponding topology.

One of the desired characteristics of a strategy is its management of the fault tolerance of the deployed
system. The “malfunction” component assists in testing this aspect [23]. It’s important to describe
the malfunction in combination with the malfunction results collector. This collector is similar to the
previously described collector, with the primary difference being that it collects results twice: before
and after the malfunction is introduced. This approach enables the malfunction results collector to
compare changes resulting from the operation of the malfunction algorithm. For instance, it can assess
how many applications or application families survived a network partition [24]. The malfunction
operates within the cluster, deliberately causing a disruption, such as removing a node from the cluster
(figure 5) or reducing the percentage of available connections. Since everything is interconnected by
default, the cluster provides a means to disconnect two nodes.

Figure 5: Example of malfunction removing random nodes in the cluster.
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4. Parallel execution

The organization of the flow facilitates faster experiment execution in multiprocessor systems [25].
Each experiment iteration is executed in a separate thread, which accelerates the overall experiment
execution speed, especially since most of the work occurs in the packer. To effectively collect results
between iterations, proper synchronization techniques must be employed. In this context, a common
Mutex implementation will suffice. Within the scope of a single experiment, it definitely makes sense
to parallelize both iterations and topologies, as they can be executed independently of each other.

Furthermore, the application architecture allows for a higher level of parallelization, presenting
additional opportunities. The system can be utilized to identify the most suitable topology for a given
sequence of containers. This can be achieved by executing different experiments, each with a distinct
topology stream. Virtually any configuration or additional testing techniques can be applied at this
higher level, utilizing the existing experiment mechanics. Since each experiment is self-contained, these
algorithms can also be parallelized.

5. High level organisation of the system

A client-server architecture [19] is a recommended choice for such an application. Firstly, the imple-
mentation of the previously described components is separate from the visualization of the experiment
results. The system’s flexible state allows for the choice of whether to represent such results with user
interface components, or whether another system should simply delegate the execution of experiments
to this one while making decisions based on the experiment results. Another advantage of adopting a
client-server architecture is the ability to have multiple server instances, thereby enabling high-level
parallelization of experiment execution. Additionally, having multiple server instances enhances the
overall resilience of the system.

The server component of the system must expose an application programming interface (API) to
utilize the previously described features (figure 6). Modern client-server systems typically use REST
API [26] or gRPC [27]. The API functions of the proposed software are straightforward and can be
implemented using the most preferred approaches. These functions include:

• Create experiment: This function creates a new experiment with all default values set, which
cannot be run yet. The created experiment will be in the NEW state.

• Update experiment: This method adds new configurations to the experiment. It allows for step-
by-step configuration of the experiment, cloning of experiments, and modification of their parts.
It technically facilitates quick testing of various hypotheses.

• Find experiments by id or other attributes: This function enables the retrieval of information on
previously run experiments and their results, as the results are part of the experiment data.

• Clone experiment: This creates an identical clone of an experiment, which can then be modified
to observe different behaviors. With many configuration options available, it makes sense to
change some dimensions and observe how the results vary. For example, adding a new strategy
to the list of tested ones and observing the impact on results.

• Execute experiment: This starts the experiment execution, transitioning the experiment to the
EXECUTING state and commencing the broadcasting of all previously described events.

• Interrupt experiment execution: This stops the experiment execution and transitions the experi-
ment to the INTERRUPTED state. In cases where it becomes apparent that the experiment is not
yielding expected results, continuing the execution would be unproductive and consume more
resources. The experiment can thus be interrupted to conserve resources.

• Subscribe to experiment events: Once a subscription is made, the subscriber will receive all the
events of interest.

The state of the experiment encompasses all the experiment results, even if the experiment is currently
running. Since intermediate results are still useful, they must be distributed over the API to interested
consumers. These events include:
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Figure 6: Example of two clients and one server instance.

• Experiment state changes.
• Experiment iteration completion. This event can be throttled to avoid overwhelming the client

system.
• Experiment result available. Sent every time the experiment is executed for one of the cluster

topologies, indicating that there is a new experiment result entry available, which can then be
represented on the client side.

• Experiment execution for a topology started. This event is purely technical and ensures that the
client side accurately displays the necessary progress.

Internally, broadcasting is implemented following the event listener pattern [20], where the system’s
role is to send the event to interested subscribers. Externally, these events will be broadcast over
the network to connected clients, enabling them to make quick decisions regarding the progress of
experiment execution.

6. Interpretation of experiment results

The aim of results interpretation is to determine which strategy performs better or worse in certain
scenarios. Charts and tables are ideal tools for illustrating such comparisons. The comparison itself is
based on the experiment results, which include values produced by the aggregators. Each set of values
has an identification that allows for differentiating between the aggregates.

For instance, suppose an aggregator computes the average number of containers created by different
strategies. The results are then represented as the average number of containers per strategy for each
topology. To analyze these results, a histogram chart can be used [28]. An example histogram (figure 7a)
might clearly indicate that, for all topologies, the binpack strategy managed to create fewer containers
on average before the packing condition was met in this particular experiment setup.

Additionally, rates, such as the container creation rate (the percentage of successfully satisfied
scheduling requests), can be displayed using a line chart. In an example (figure 7b), the “binpack”
strategy may be shown to reject significantly fewer container scheduling requests compared to the
“spread” strategy.

7. Discussion

While this article comprehensively covers the design of the application, it is important to remember
that this is not the software itself. The choice of technology and the discussion around the alternative
higher-level organization of components remain open topics. A judicious selection of technology and
supporting infrastructure is crucial to ensure that the designed software remains both flexible and
scalable. One effective approach to organize such a project is to make it open source, thus allowing
contributions from all interested parties.

Another promising direction for this system is the development of a real-time system that relies on
experiment results to make further scheduling decisions. It’s also important to ensure that the system
can be extended with new key performance indicators and strategy algorithms. A potential next step
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(a) (b)

Figure 7: Example of charts used to represent experiment results, (a) – average created containers, (b) – container
creation rate.

could be exploring the most suitable structure for the cluster, rather than just looking for a strategy
that fits a certain setup. By doing so, the experiment could provide even more valuable insights.

8. Conclusion

This paper delves into the design of a system that enables the evaluation of scheduling strategy algo-
rithms within the context of distributed systems, particularly in relation to microservices architectures
where COS is extensively utilized. The related works underline the importance of selecting the appro-
priate strategy and show how such a decision could affect different parts of distributed systems, like
resource utilization or fault tolerance.

One of the main goals when designing such a system is to ensure its flexibility. This flexibility allows
for the testing of different aspects of distributed systems reliant on COS. The proposed division of
responsibilities among different components, such as the topology stream, configuration stream, packer,
strategy, cluster, nodes, containers, aggregators, and malfunctions, allows for extensive customization
of the experiment flow to achieve the desired behavior. For example, such system can be used to
compare the degree of resource fragmentation on the cluster nodes and thus assess the efficiency of
resource utilization, measure the rates of containers creation or rejection, evaluate the availability of
applications encountering various network partitions or node failures. The client-server organization
of these components separates the representation of results from the experiment execution itself. This
separation removes any assumptions about how experiment results can be utilized, thereby opening up
a variety of other use cases, such as enabling a higher-level system that relies on the experiment’s API
for making scheduling decisions.

The next step would be the implementation of such a system. This could significantly accelerate
further research in the fields of resource distribution and distributed systems. The system would not only
offer a platform for experimentation but also become a valuable source of knowledge about scheduling
algorithms.
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Abstract
This article delves into the challenges and advancements in data serialization protocols within the Internet of

Things (IoT), primarily focusing on dynamic schema compilation in ThingsBoard. A comparative analysis of

Protobuf against other serialization protocols like JSON, XML, and PSON highlights Protobuf’s efficiency and

outlines the necessity for flexible ways of device integration that use Protocol Buffers for data transmission. We

identify the limitations of static schema compilation in Protobuf and propose a novel approach for real-time,

user-driven schema compilation that enhances flexibility, scalability, and performance in IoT platforms. Our

solution addresses critical adaptability issues by enabling seamless device communication and integration using

compact Protobuf formats. We emphasize the potential impact of this solution in the scope of edge computing

and suggest directions for future research to broaden the applicability of dynamic serialization across various IoT

solutions. This work contributes to improving IoT data management and paves the way for more adaptable and

efficient IoT ecosystems.

Keywords
IoT Platform, Data Serialization, Protocol Buffers, ThingsBoard

1. Introduction

In the contemporary landscape, where the Internet of Things (IoT) is gaining prominence [1], data

processing and transmission effectiveness emerge as a pivotal determinant of technological success. Data

serialization protocols play a crucial role in this domain, facilitating the exchange of information among

IoT devices in a compact and efficient format. Widely employed protocols like JSON, XML, Protocol

Buffers, and others cater to various IoT systems, addressing the demand for swift and dependable

communication. Nevertheless, each protocol presents unique challenges and constraints concerning

integration and scalability within intricate IoT ecosystems.

The Internet of Things (IoT) is a rapidly evolving field with many applications. Debnath and Chettri

[2] and Villamil et al. [3] highlight IoT’s diverse applications, including in industry, business, and

improving quality of life. Uckelmann et al. [4] emphasizes the potential for IoT to revolutionize business

processes and enable a more convenient way of life. Porkodi and Bhuvaneswari [5] provides a detailed

overview of the communication-enabling technology standards in IoT, such as RFID tags and sensors.

The study by Khang et al. [6] addresses the limitations of single-path communication in hydroponic

systems, emphasizing the need for reliable multi-path communication in IoT-based monitoring systems.

However, when it comes to the specific topic of data serialization protocols in IoT, the literature

is relatively scarce (Luis et al. [7], Friesel and Spinczyk [8], Domínguez-Bolaño et al. [9], Pustišek
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et al. [10], Delgado [11], Jacoby and Usländer [12], Deniziak et al. [13], Jiang et al. [14], Hou et al.

[15], Hasemann et al. [16], Kolbe et al. [17], Kharat et al. [18], Khodadadi and Sinnott [19]).

The ThingsBoard Platform has garnered substantial popularity among researchers, as evidenced

by numerous publications dedicated to its utilization. In particular, the following examples highlight

its prominence in the academic community (Ilyas et al. [20], Henschke et al. [21], Aghenta and Iqbal

[22], De Paolis et al. [23], Casillo et al. [24], Okhovat and Bauer [25], Bestari and Wibowo [26], Sabuncu

and Thornton [27], Jang et al. [28], Kadarina and Priambodo [29]).

In this article, we focus on analyzing data serialization protocols within the context of IoT, examining

their applications and the challenges they present to developers and engineers. The ThingsBoard

platform, recognized as one of the leading open-source IoT platforms, is a practical instrument in this

investigation, allowing for a detailed analysis of various facets of data serialization. Its adaptability and

scalability in addressing IoT device management and data processing tasks make it an ideal candidate

for delving into the intricacies of serialization protocols within IoT environments.

Research object is data serialization protocols in distributed IoT systems, emphasizing utilizing methods

and mechanisms for data transfer between devices and the system. Research subject is characteristics

and performance of serialization protocols, encompassing data size, processing speed, and utilizing

ThingsBoard for practical analysis. Research objective is to analyze and assess data serialization protocols

in the IoT landscape, delineating their advantages and exploring avenues for improvement, specifically

focusing on their impact on performance and flexibility across various IoT scenarios.

2. Comparative analysis of data serialization protocols for IoT

An ordinary device transforms into an IoT device upon integration with an IoT platform, functioning

through data exchange with fellow IoT devices or cloud servers. This necessitates a standardized data

exchange format at the application level. To address this challenge, libraries offering standardized data

formats are readily accessible. However, the costs related to data (de)serialization and transmission

with these libraries are largely undocumented in the realm of IoT, or documented in limited capacities

for specific protocols. The Friesel and Spinczyk [8] study examined JSON JSON [30] encoding efficiency

within the IoT framework. This involved a comparative analysis juxtaposing JSON with alternative

serialization formats. The results underscored the efficacy of Protocol Buffers, or Protobuf, highlighting

their suitability for energy-efficient data serialization in the context of contemporary, high-capacity IoT

devices. The Luis et al. [7] study focused on assessing the performance metrics of PSON, comparing it

against a spectrum of formats, including Protocol Buffers Google [31]. This comprehensive analysis

covered various dimensions, such as serialization/deserialization velocities, binary file dimensions, and

encoding sizes. Building upon the findings of these studies, we present a comparative analysis tailored

to elucidate the strengths and limitations of these protocols within the context of IoT applications. The

table 1 provide key characteristics of leading data serialization protocols, highlighting their respective

advantages and constraints.

Table 1
Comparative analysis of data serialization protocols for IoT (based on Luis et al. [7], Friesel and Spinczyk [8]).

Feature Protobuf JSON XML PSON

Format type Binary Text-based Text-based Binary
Efficiency (size) High Medium Low High
Efficiency (speed) High Medium Low High
Human readable No Yes Yes No
Language support High High High Medium
Extensibility Yes Yes Yes Yes
Versioning support Yes(Proto2, Proto3) No No No
IoT device compatibility High High Medium High
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It is clear from the benchmarking that Protobuf is the leader in data serialization for IoT due to

its high efficiency in both size and speed, wide language support and extensibility. Despite the rapid

development and potential advantages of formats such as PSON, the presence of Protobuf and its

continued use in various IoT applications reaffirms its importance.

3. Challenge of device integration over Protocol Buffers in IoT
platforms

The challenge of integrating devices over Protocol Buffers in IoT platforms is a universal issue, not

confined to a specific platform. Consequently, for our analysis, we’ve chosen ThingsBoard as our

research tool. ThingsBoard, Inc. was founded in 2016 by a team of programmers from Ukraine and

specializes in the development of software products for the IoT. ThingsBoard [32], with its open-source

nature and comprehensive features, provides a robust foundation for exploring these challenges and

potential solutions in a detailed and practical manner.

The IoT developers at ThingsBoard opted for schemaless JSON formats for primary serialization in

external communication, facilitating data exchange with IoT devices due to their user friendly nature.

In the ThingsBoard system, Protocol Buffers is used for inter-component data exchange. This decision

is motivated by the need for streamlined processing of substantial data volumes while maintaining

superior system performance. The compact nature and rapid serialization/deserialization of Protocol

Buffers render it an optimal selection for enhancing internal network efficiency.

Currently, there is a growing interest in utilizing Protocol Buffers directly at the device level. Certain

IoT devices transmit data solely through Protocol Buffers, while other users seek ways to transition to

this format to enhance efficiency and reduce network load.

The integration of IoT devices that exclusively communicate using Protocol Buffers into IoT platforms

exemplifies a pressing challenge, particularly for open-source platforms like ThingsBoard. Protobuf’s

static nature necessitates additional developer intervention for each new device type, undermining the

platform’s universality and scalability, especially in cloud deployments. To integrate a new Protobuf-

compatible device, developers must manually define and compile the device’s schema into the platform’s

codebase. This process that is both time-consuming and prone to errors.

A notable example is the integration of Efento devices into ThingsBoard using CoAP and Protobuf

for seamless connectivity. The Efento [33] describes the interaction between Efento NB-IoT sensors

and the ThingsBoard platform. Simultaneously, with device firmware versions in constant evolution, a

scenario emerges wherein the platform must continually adapt to support new or updated devices. This

interdependence raises questions about the sustainability of the platform in the IoT environment.

This scenario underscores the necessity for IoT platforms to develop more dynamic and versatile data

serialization solutions. A mechanism that allows for the real-time, dynamic compilation and loading of

Protobuf schemas would revolutionize device integration, enabling seamless adaptation to new devices

and data formats without extensive developer intervention or system disruption.

4. Dynamic schema compilation in Protobuf by ThingsBoard

The preference of Protocol Buffers in IoT applications lies in its binary format’s efficiency and the

reduced load it imposes on network transmission. However, its static nature presents a formidable

challenge. Typically, .proto files must be pre-compiled using the Protobuf compiler (protoc), producing

source code for the desired programming languages. Any alterations to the schema necessitate a tedious

cycle of recompilation and redeployment, impeding the rapid adaptability required in the fluid IoT

ecosystems.

Addressing this, we propose a software tool enabling the real-time compilation of user-uploaded

Protobuf schemas. This approach departs from traditional methods by allowing dynamic interpretation

of Protobuf schema, thus permitting devices to communicate their data in Protobuf without necessitating

system downtime or recompilation of the entire codebase. The solution is encapsulated within the

72



ThingsBoard platform through the concept of Device Profiles [34], which associate devices with their

respective data transmission schemas.

In practice, each schema represents a distinct device’s communication blueprint. Once a device is

authenticated, its linked profile helps identify the pertinent schema for message interpretation. This

dynamic process significantly lightens network traffic, as data is transmitted in Protobuf’s compact

form and only translated into a more verbose format like JSON when user interaction or specific system

functions necessitate it.

This approach ensures that as IoT devices evolve or new ones join the network, the system can

swiftly accommodate them without extensive manual interventions or halts in operation. It represents

a leap toward an adaptable IoT platform capable of keeping pace with the sector’s rapid growth and the

diverse array of devices it encompasses.

5. Conclusions

This article explored the evolving landscape of data serialization protocols in IoT, with a special

focus on the dynamic schema compilation feature within ThingsBoard. We’ve demonstrated how

Protobuf, despite its efficiency and reduced network load, faces challenges in static schema compilation,

limiting IoT devices’ adaptability. Our findings suggest that the innovative solution of real-time, user-

driven schema compilation can significantly enhance IoT platforms’ flexibility, scalability, and overall

performance. By enabling devices to communicate using compact Protobuf formats while allowing for

seamless integration of new or updated devices, this approach addresses key scalability and adaptability

challenges.

For future research and development, it would be insightful to delve deeper into how such dynamic

data serialization mechanisms can further benefit edge computing scenarios. Specifically, investigating

the impact on latency reduction, bandwidth optimization, and overall system responsiveness when

deploying IoT devices in edge-centric networks. Additionally, exploring the integration of these

serialization techniques with edge computing models could offer novel approaches to managing data

flow and processing between edge devices and central systems, ultimately contributing to the scalability

and robustness of IoT solutions.
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Abstract
Recent years have been marked by the rapid development of unmanned aerial vehicles, which is of interest not
only to ordinary citizens but also to military, industrial and civilian spheres of activity. Designing and developing
software to control the orientation and movement of an unmanned aerial vehicle in space takes a long time,
including time for debugging, testing, and conducting flight tests. Errors made in the development of the software
can lead to emergencies or other unforeseen failures during operation, which can lead to the destruction of the
vehicle or cause harm to people and the environment. In the course of analyzing recent studies of software testing
methods for embedded systems, their advantages and disadvantages were identified. It was found that both
mechanical test benches and simulation modeling in a 3D environment are used: SIL, HIL and SIH simulation.
Mechanical test benches allow testing and calibration of the parameters of real models of unmanned aerial
vehicles, but have some limitations. Simulation modeling does not require additional equipment due to the use of
virtual models of unmanned aircraft and does not have the limitations inherent in mechanical test benches. The
most successful implementation of the test platform is the implementation using SIH simulation. The proposed
method is an improved version of SIH simulation. The basis of this variant is a sensor and actuator simulator
that ensures the operation of the original firmware of an unmanned aerial vehicle and allows you to organize
the interconnection of on-board and personal computers. To test the idea, the test platform was implemented in
practice. A configuration utility for the simulator of sensors and actuators has also been developed. The results
obtained in the work will allow to organize software testing of the on-board computer of an unmanned aerial
vehicle even without having the source code.

Keywords
UAV, unmanned aerial vehicle, on-board computer, software testing, SIH simulation, HIL simulation, 3D environ-
ment, sensor and actuator simulator

1. Introduction

Unmanned aerial vehicles (UAV), which are flying robots, are an important part of scientific research in
military, industrial and civilian areas of activity: aerial photography and mapping, promptly obtaining
information about the consequences of emergencies, monitoring industrial and natural complexes,
delivering goods, entertainment purposes, etc. Designing and developing software for controlling UAV
orientation in space takes a long time, including time for debugging, testing, and flight tests.

Using classical methods of debugging and testing flight controller firmware is problematic. One way
to test controller firmware is to use an oscilloscope and logic analyzer to obtain timing diagrams. This
approach is effective, but it is not always possible. In our case it is not possible to use these tools, because
the UAV must move in space. When the controller is operating power equipment, it must not be stopped.
Stopping the controller during operation at the breakpoint will, at best, cause the equipment to stop,
and at worst it may lead to equipment failure. Also further step-by-step debugging becomes impossible
because the system state will change (closed-loop control system). However, many debugging tools,
such as J-Link, display the change of variables in real time. As in the first case, it is impossible to connect
directly, so it is necessary to use remote data transfer. this possibility is theoretically possible (figure 1),
but this option is not provided.

Each of the considered options can be used to solve narrowly focused problems, but all the considered
approaches do not guarantee the work of the whole system. Mistakes made in the development of UAV

doors-2024: 4th Edge Computing Workshop, April 5, 2024, Zhytomyr, Ukraine
" xckaytz@gmail.com (A. R. Petrosian); e_rvs@ukr.net (R. V. Petrosian); sasha_1904@ukr.net (O. M. Svintsytska)
� 0000-0003-0960-8461 (A. R. Petrosian); 0000-0002-0388-8821 (R. V. Petrosian); 0000-0002-2613-2437 (O. M. Svintsytska)

© 2024 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

76

CEUR
Workshop
Proceedings

ceur-ws.org
ISSN 1613-0073

mailto:xckaytz@gmail.com
mailto:e_rvs@ukr.net
mailto:sasha_1904@ukr.net
https://orcid.org/0000-0003-0960-8461
https://orcid.org/0000-0002-0388-8821
https://orcid.org/0000-0002-2613-2437
https://creativecommons.org/licenses/by/4.0


Figure 1: Simplified structure of the UAV peripheral computing network.

software can lead to emergencies or other unforeseen failures during operation. In this regard, the task
of checking the reliability of the UAV’s on-board computer software arises, which will simplify the
maintenance, modernization and optimization of the software.

2. Theoretical background

Debugging and testing UAV software is a challenging task. The problem lies in the difficulty of generating
a complete set of sensor signals and the impossibility of creating emergency situations on a real UAV,
so special software and hardware are used to develop, test and debug UAV software.

Let us consider modern approaches used to verify the reliability of software during development,
namely testing. According to the degree of code isolation, there are 4 levels of testing [1]:

• unit testing;
• integration testing;
• system testing;
• acceptance testing.

Unit testing is a level in which individual modules or components of a program (functions, methods,
or classes) are tested independently of the rest of the program. This level of testing is intended to
verify that each component works correctly. An important aspect of unit testing is the isolation of the
component under test from other components of the application to ensure that bugs are detected and
corrected locally within the component.

Integration testing is a level that is aimed at checking the interaction between different modules or
components of the application. Integration testing checks how components interact with each other
and how they interact with external systems, if any.

System testing – a level that is carried out at the final stage of development, when all components
of the application are already integrated together and ready for testing in real conditions before the
application is released into operation

Acceptance testing is a level aimed at verifying that the application meets the requirements of the
customer or end user. It is usually performed by the customer or their representatives.

Testing ensures that:

• code quality;
• compliance with the stated requirements;
• optimization of computing resources;
• data security and integrity;
• time saving (searching for errors can take a lot of time);
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• etc.

In many cases, the use of testing during the development of, for example, computer application
software is sufficient to ensure the required level of reliability of the software, but not for firmware.

For effective and efficient testing of embedded software, a large number of testing methods, ap-
proaches, and tools are used, so in [2], a review and systematization of literature sources in this area
was carried out.

Embedded systems often need to work in interaction with the environment, using sensors to obtain
input data (temperature, pressure, etc.) [3], and UAVs are no exception. In [4], the main idea is to
develop a test platform for mechanical flight simulation and better stabilization of multi-rotor UAVs
using various feedback control algorithms, including PID controllers [5, 6]. This stand allows you to
check and calibrate model parameters and perform real-time control of a multi-rotor UAV. A more
functional stand for educational purposes is presented in [7]. As in the previous work, the test stand is
a gyroscopic structure with three degrees of freedom, which provides pitch, roll, and yaw motion of
the quadrotor. However, unlike the previous test stand, it allows translational movement, albeit with
limitations (figure 2).

Figure 2: Experimental prototype with 3 degrees of freedom for testing control algorithms in a quadcopter.

One of the effective methods of testing embedded systems is simulation modeling. Simulation
modeling is a research method that uses models that describe real-world processes. Using such models,
it is possible to test the real system without exposing it to danger. Simulation modeling is most often
used when it is impossible to conduct an experiment on a real object or it is necessary to simulate the
behavior of a real system in time.

The firmware test in UAV simulation can be performed in three places: on a host computer, using
code compilation for the source platform; in an emulator on a host computer, such as QEMU; on a real
flight controller, using cross-compilation of code for the target hardware. The first two options are used
when performing SIL (Software in the Loop) simulation [8, 9]. The advantage of SIL is that it is easy to
organise, as no additional hardware is required. SIL allows developers to perform firmware simulation
in the early stages of development, even before it is integrated into the target hardware. The third
option is used when performing HIL (Hardware in the Loop) simulation [8, 10, 11]. HIL simulation
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involves the use of target equipment that brings the system’s operation as close as possible to real
conditions. Recently, another approach to testing has emerged – SIH simulation [12]. SIH simulation is
an alternative to HIL simulation. In this case, everything works on the onboard computer, and the PC is
used only to display the virtual UAV.

3. Result

As mentioned above, various testing methods and tools are used to ensure the reliability of embedded
system software. The main difficulty is testing the hardware components of the embedded system, so
additional hardware and/or software tools are being developed. Figure 2 shows a test stand that provides
verification of the functioning of algorithms in the on-board computer, the operation of sensors, motors,
etc. However, it is obvious that this stand limits the UAV’s movement in space. Another approach that
allows you to test a full-fledged UAV flight is to use HIL simulation. The flight is performed in a 3D
environment on a computer (e.g., Gazebo, jMavSim, or another). Figure 3 shows a diagram of such a
HIL simulation system of the PX4 autopilot software [11].

Figure 3: Block diagram of HIL simulation in PX4.

Obviously, this approach allows testing only the operation of the on-board computer, while other
hardware nodes are virtual. These virtual nodes interact with the on-board computer using the MAVLink
protocol [13]. Figure 4 shows the appearance of the jMavSim 3D environment.

To ensure firmware testing in the on-board computer, you need to use mock objects. The purpose of
mock objects is to replace the objects that are tested in the program code with equivalent debugging
objects. Creating mock objects can be associated with some difficulties, for example, using interrupts
from a specific communication interface that a real sensor uses. The disadvantage of this approach
is that the firmware during testing will not correspond to its final implementation. The use of SIH
simulation (figure 5) improves the situation when testing UAVs [12], but does not eliminate most of the
problems that HIL simulation has.

To address these shortcomings, it is proposed to implement a test platform that uses the original
firmware of the on-board computer. How to implement it? Consider a simplified diagram of any sensor
(figure 6).

The sensor consists of:

• a sensing element that is directly related to the measured value;
• transducer, which serves to convert the measured value into another value convenient for trans-

mission, processing and storage.
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Figure 4: jMavSim 3D environment window.

Figure 5: Block diagram of SIH simulation in PX4.

When using any simulation option (HIL, SIH), the virtual sensor is fully implemented in a 3D
environment [14, 15]. In this case, the question arises: how to transmit information to the on-board
computer? The MAVLink protocol is mainly used, although it is not necessary, for which mock objects
are implemented in the firmware of the on-board computer. Thus, the data of the virtual sensor is
processed on the side of the on-board computer. Obviously, in this case, it is necessary to complicate
the architecture of the autopilot software, as well as to provide for different compilation scenarios.
However, the KISS design principle states that there is no need to overcomplicate, each node should
perform only a specific task.

The on-board computer already uses communication interfaces with sensors (mainly I2C, SPI), so it is
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Figure 6: Simplified block diagram of a sensor.

logical to use them to solve the problem. In this case, the on-board computer will access real hardware
nodes, but this is problematic because these interfaces are not available in a personal computer. On
the other hand, it is necessary to use a 3D environment to organise safe flights when testing UAV
algorithms.

Obviously, a node is needed to connect the on-board computer with the 3D environment on a PC to
transmit navigation and control information to the UAV. From the above, it follows that a sensor and
actuator simulator (SAS) is needed, where the software model will correspond to the hardware nodes.
The architecture of the proposed test platform is shown in figure 7.

Figure 7: Architecture of the test platform.

When using this approach, in fact, the SAS will perform the functions of a sensor converter (figure 6),
and only the sensing element will be used in the 3D environment. The information transmitted from
the 3D environment will be wrapped in a software model of the sensor (in our case, MPU-6050 [16, 17]).
Figure 8 shows some registers of the MPU-6050 accelerometer and gyroscope.

A debugging board is required for UAV simulation. The most popular microcontrollers for the
on-board computer are STM32F405RGT6 and STM32F722RET6. Unfortunately, STMicroelectronics does
not produce a debugging board based on the STM32F405RGT6 microcontroller, so you need to use a
third-party debugging board, such as the Core405R from Waveshare or the STM32F405 Core Board from
WeAct. The NUCLEO-F722ZE debug board can be used to simulate an on-board computer based on the
STM32F722RET6 microcontroller. The SAS can be performed on any debugging board that has three
I2C and SPI interfaces each (the number of interfaces is determined by the number of interfaces in the
above-mentioned microcontrollers). In our case, we used the STM32G431 Core Board from WeAct. The
configuration of the SAS for each sensor is performed similarly to its prototype, and the data registers
are filled with information coming from a personal computer with a 3D environment.

The software of the SAS is implemented in the C++ programming language. For sensors with an I2C
interface, the basis is an abstract class shown in the screen (figure 9).

To configure the SAS, we developed a simple utility in the C++ programming language using the QT
framework (figure 10). For each channel, the sensor model, interface, and variable part of the address,
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Figure 8: MPU-6050 register map.

Figure 9: Abstract class of sensors with I2C interface.

as well as noise parameters are configured in accordance with expression (1) [14]:

𝑦𝑚 = 𝑦 + 𝑏+ 𝑤𝑦, (1)

where 𝑦 is the original value, 𝑏 is the current offset, and 𝑤𝑦 is a white Gaussian noise with zero mean.
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Figure 10: Appearance of the configurator of the sensor and actuator simulator.

4. Conclusion

The article considers a test platform for hardware modelling of an unmanned aircraft’s onboard computer.
Various testing methods and tools are used to ensure the reliability of embedded system software. The
main difficulty is testing the hardware components of the embedded system, so additional hardware
and software tools are being developed.

To accomplish this task, a comparative analysis of existing testing approaches was carried out to
identify advantages and disadvantages. It was found that both mechanical test stand and simulation
modelling in a 3D environment are used: SIL and HIL. A mechanical test rig is heavy and restricts the
UAV’s movement in space. Existing SIL and HIL simulators do not require additional equipment, but
they do not take into account the actual operation of hardware components.

An improved version of SIH simulation is proposed. The proposed variant is based on a sensor
and actuator simulator that ensures the operation of the original UAV firmware and allows for the
interconnection of the onboard and personal computer. The sensor and actuator simulator was built on
the basis of the Core Board STM32G431 debugging board from WeAct. To configure the sensor and
actuator simulator, a small utility was developed in C++ using the QT framework.
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Abstract
Integration of the Internet of Things (IoT) into various application domains not only expands capabilities but
also brings forth a multitude of challenges. These challenges revolve around the security of IoT devices, many of
which are characterized by limited resources such as memory, power consumption, and computational power.
This article examines key challenges associated with ensuring the security of IoT devices and proposes potential
solutions and strategies adapted to resource constraints. Emphasis is placed on the development and analysis
of lightweight cryptographic algorithms capable of providing robust data protection with minimal resource
utilization. Strategies for efficient energy management and memory usage optimization are also discussed,
critical for ensuring the stable and uninterrupted operation of IoT devices. The article highlights the necessity of
developing adaptive security mechanisms that can effectively respond to dynamic operational conditions and
resource constraints. The key importance of continuously updating security mechanisms to adapt to changing
conditions and to guard against new and future cyber threats is underscored. In addition to technical aspects,
the importance of strategic planning and innovation in IoT security is also illuminated. It is noted that further
research and development should focus on creating integrated solutions that combine hardware, software, and
managerial aspects to optimize overall efficiency and security of IoT systems. This article contributes to the
understanding and resolution of security issues in IoT devices operating under resource constraints. It provides
a broad overview of existing challenges and opportunities while suggesting directions for future research and
development in this dynamically evolving field.

Keywords
IoT, limited resources, cryptographic algorithms, energy efficiency, memory management, authentication algo-
rithms, cyber threats

1. Introduction

Embedded Internet of Things (IoT) devices are compact, integrated devices embedded in various objects
capable of collecting, processing, and utilizing data, as well as exchanging it over a network without
direct human involvement [1]. These devices provide automation and monitoring in various fields,
from household systems to industrial processes, using their own computational resources to perform
their functions [2, 3].

The significance of embedded IoT devices lies in their ability to add intelligence and functionality
to different systems, facilitating data collection, process automation, and productivity enhancement
[4]. They have become an essential element in advancing technologies and the development of the
connected world [5].

However, the security of embedded IoT devices has become a key issue limiting their application [6].
This problem arises from the imbalance between the potentially high functionality of such devices and
their resource constraints [7]. The limited computational power and memory resources of embedded
devices typically complicate the implementation of robust security mechanisms to prevent unauthorized
access to data and control the flow of information processes [8]. This poses serious challenges in
ensuring security, as these devices may become targets of external attacks with critical consequences of
both technical and humanitarian-legal nature [9, 10].
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Overcoming challenges related to the security of embedded IoT devices becomes a critical task in the
context of their widespread integration into our everyday living spaces and industrial environments.
The limited resources of these devices pose not only technical challenges but also serious potential
consequences for user safety and infrastructure security. Failure to address the issue of limited resources
and inadequate protection may lead to uncontrolled widespread access to confidential information,
destruction of critical systems, or even the use of devices for malicious purposes.

The main security challenges of embedded IoT devices are associated with their inadequate protection
and vulnerability to cyber attacks due to limited support for encryption and authentication, as well as
insufficient capabilities for detecting and responding to potential threats. The aim of this research is to
develop effective cryptographic protection strategies for embedded IoT devices with limited resources.

In the context of researching the security of embedded IoT devices, it is important to identify
development perspectives aimed at ensuring their security and reliability. The development of effective
cryptographic protection strategies is a key element of this process. Applying modern encryption and
authentication methods will improve the reliability and accountability of embedded devices, providing
a high level of protection in conditions of limited resources.

2. Related works

There are numerous studies dedicated to the security issues of embedded IoT devices with limited
resources [11, 12]. Many of them indicate that the physical constraints of such devices complicate
the implementation of comprehensive security measures and are the primary cause of numerous
vulnerabilities [13]. In these security studies, the importance of embedded IoT device security has
garnered significant interest due to their crucial role in daily life, industry, and infrastructure. Many
works highlight the fundamental challenge of mismatch between data protection needs and the limited
resources of the devices [14].

Security of embedded IoT devices has been the subject of many works investigating vulnerability
issues related to limited computational capabilities, restricted memory capacity, and limited power
supply [15, 16]. These studies have demonstrated that resource constraints impact the effectiveness of
cryptographic protection and authentication processes, making devices vulnerable to external threats.

A significant research theme has been cryptographic protection strategies with limited resources
[17]. Previous research has shown the low efficiency of certain cryptographic methods and proposed
the use of lightweight encryption and authentication methods that require fewer resources [18, 19].
However, some studies suggest that lightweight methods may have their own limitations and require
a balance between efficiency and security [20]. Awareness of these aspects is crucial for developing
optimal cryptographic protection strategies for embedded IoT devices with limited resources.

Further research should focus on effective methods to ensure the security of embedded IoT devices,
considering resource constraints and the requirement for a high level of protection. Emphasizing
efficient authentication and cryptographic mechanisms that take into account limited resources is
identified as a key direction for future scientific research in this area.

3. Capabilities of embedded devices and their resource limitations

The architecture of embedded IoT devices is presented as the interaction of three main components
[21]:

1. Sensors and actuators – components that provide data collection and transmission. Sensors
gather information from the environment (temperature, humidity, etc.), while actuators perform
corresponding actions (e.g., turning devices on/off).

2. Data processor is responsible for processing and analyzing the collected data. This can be a
microcontroller or a specialized computing system.

3. Network interface facilitates communication with the external environment through various
network protocols such as Wi-Fi, Bluetooth, LoRa, Zigbee, etc.
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The primary functions of embedded IoT devices include [22]:

1. Data collection – obtaining information from sensors.
2. Data processing – analyzing and processing the acquired data to perform defined tasks.
3. Actuator control – sending signals to actuators to execute specific actions.

The typical properties of embedded IoT devices, which form the core spectrum of their functional
and technical advantages, are accompanied by limitations related to deployment platforms and methods
of ensuring autonomy. In general, these limitations encompass the following aspects [23]:

1. Computational power: Embedded IoT devices have limited capability for complex computations
due to restricted computational power. This may lead to constraints in applying advanced
encryption algorithms and performing computationally intensive operations, reducing the device’s
security level.

2. Memory: The limited memory capacity in embedded devices complicates the storage of a large
amount of data and software. This may result in a reduction of available resources for storing
encryption keys, user data, and other critical elements, increasing vulnerability to attacks.

3. Power supply: mbedded IoT devices are often powered by autonomous energy sources or have
limited power consumption. This limitation in power supply can lead to unforeseen interruptions
in device operation or limit security capabilities, as the device may power off or enter a low-power
mode, reducing its ability to detect and respond to potential threats.

These outlined limitations impact the capabilities of embedded devices in implementing robust
security measures and pose a challenge in ensuring data reliability and protection.

4. Vulnerabilities of the security systems in embedded IoT devices

One of the key issues in the field of embedded IoT devices is the presence of vulnerabilities that can
be exploited for attacks and security breaches. Securing embedded IoT devices becomes a crucial
task as these devices are used in various life domains, ranging from household systems to critical
infrastructure [15, 24, 25]. However, they also become a heightened focus for cybercriminals due to a
range of vulnerabilities:

1. Inadequate Authentication and Authorization. A low level of authentication can serve as a starting
point for unauthorized access to the device. The absence of robust user identity verification
methods, the use of weak passwords, or simple authorization methods can be entry points for
cyber-attacks. This can occur due to inadequate determination of access rights to device functions
or data. In the absence of authentication, the likelihood of a successful attack on the device can
be described by the following formula:

𝑃 (𝐴) =
𝑁𝑠

𝑁𝑡
× 100%, (1)

where 𝑃 (𝐴) is the probability of an attack, 𝑁𝑠 is the number of successful attacks, 𝑁𝑡 is the total
number of attack attempts.

2. Insufficient Cryptographic Protection: The use of weak or outdated encryption algorithms in
IoT devices makes data more vulnerable to interception and compromise. If encryption employs
keys of insufficient length or is vulnerable to known attacks, there is a risk of compromising
the confidentiality and integrity of data, as well as threats to their availability. To determine the
effectiveness of encryption, the Shannon encryption model can be utilized:

𝐶 = 𝑙𝑜𝑔2(1 +
𝑆

𝑁
), (2)

where 𝐶 – the channel capacity, 𝑆 – the signal power, 𝑁 – the noise level.
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3. Insufficient Software Updates: Limited memory in embedded devices can complicate the software
update process. This creates a risk of temporary or permanent vulnerability of the device to
new threats or vulnerabilities, as it may remain without updates to apply security patches or fix
software defects that ensure security.

5. Security risks of embedded IoT devices

In the network of embedded IoT devices, ensuring security remains one of the main challenges. This
is particularly crucial due to the limited resources characterizing these devices. Examining memory,
energy consumption, and computational power issues, it can be observed that these aspects serve as
potential security threats.

The limitation of memory in embedded systems complicates not only data storage but also the
implementation of effective encryption methods. The reduced operational duration due to limited energy
consumption becomes a starting point for potential DoS attacks. Additionally, limited computational
power complicates the application of robust encryption and authentication methods.

Examining memory, energy consumption, and computational power, we can determine that:

• Memory limitations in embedded devices can lead to buffer overflows and constraints in storing
encryption keys, complicating the cryptographic protection of information.

• Energy supply is a fundamental factor limiting the operational duration of devices and the risk
of potential DoS attacks due to targeted expenditure of limited energy.

• Limited computational power complicates the application of complex encryption algorithms
and may contribute to the execution of malicious code in case of insufficient input data validation.

The discussed limitations expose risks that need to be carefully considered and adequately addressed
in embedded IoT devices to ensure the reliability, confidentiality, and integrity of the processed data.

5.1. Risks due to limited power consumption

Limited memory capabilities can cause issues in implementing cryptographic protection for embedded
devices due to buffer overflows and restricted capacity for key storage:

1. Buffer overflow creates the possibility of embedding malicious code or executing code in vulnera-
ble areas. The result is the emergence of vulnerabilities that can be exploited by attackers. Attacks
leveraging these vulnerabilities may lead to system compromise, unauthorized code execution, or
leakage of sensitive data.

2. As a result of the limited memory capabilities of embedded IoT devices to store encryption keys,
there is a risk of their compromise. This is due to the complexity in the processes of storing and
managing encryption keys, which are critical elements for ensuring data security. Typically, for
system security, it is important to have diverse keys for various encryption tasks. However, due
to limited memory, it may be challenging to provide the necessary volume of unique keys for
data encryption.

3. Key management also becomes a challenge due to limited resources. For information security,
keys need to be efficiently stored, updated, and rotated. However, limited memory can restrict the
capacity for storing and processing key information, complicating their effective management.
Thus, the complex storage and management of keys can serve as a foundation for their compromise.
If keys are not stored or managed properly, it can make them more accessible to attackers or
increase the likelihood of system vulnerabilities to attacks aimed at obtaining these keys.

Considering the limited memory capabilities of embedded IoT devices, cryptographic protection may
become vulnerable due to buffer overflows and difficulties in storing encryption keys.
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5.2. Risks arising from memory limitations

Energy consumption of an embedded system may be insufficient for the operation of cryptographic
protection, both due to the design features of autonomous IoT module and intentional unauthorized
impact on their power components. Threats related to energy consumption pose a wide range of
security risks for the system:

1. Energy Attacks. Attacks aimed at reducing the energy consumption of IoT devices pose a serious
threat to their normal functioning. These attacks can be implemented by constantly activating
devices, prompting them to consume excessive energy. The consequence of such excessive energy
consumption can be the depletion of the device’s battery, leading to its shutdown or disruption
of normal operation. This can be problematic, especially for devices operating on batteries or
in conditions of limited power supply. Continuous excessive energy consumption can lead to
a decrease in device performance and efficiency, making it more vulnerable to various types of
attacks or limiting security capabilities due to insufficient energy for the normal operation of
protective mechanisms.

2. Interruptions in Operation. Limited charge in an autonomous energy source can cause unforeseen
interruptions in the device’s operation, creating serious security risks. When energy becomes lim-
ited, the device may abruptly shut down or transition into a low-power mode. Such interruptions
in operation can lead to a decrease in the device’s reliability and may be exploited by malicious
actors for attacks. As a result, data being processed or stored in the device at that moment may
be lost or damaged. These unforeseen halts can create a window of opportunity for attacks on
the device or its data, as they may be unavailable for protection or remain unprotected during
such times.

3. Reaction Delays. Limited energy consumption in embedded IoT devices, aimed at energy conser-
vation, can significantly impact their response time when detecting threats or attacks. This can
lead to delays in identifying anomalies or responding to potential threats in the network. For
energy-saving purposes, a device may operate in a standby mode, during which it is inactive
or does not perform specific operations. In this mode, it may be less responsive to changes or
anomalous situations, as it consumes a minimal amount of energy, affecting its ability to respond
to real-time events. This delay in response can be critical in the case of rapidly evolving threats
or attacks where an immediate response is required to avoid potential consequences. Limited
energy consumption may impede the detection or reaction to such events, increasing the risk to
the security of the system. These delays in detection or response can impact the overall reliability
and security of the device in the face of persistent attacks or threats.

4. Impact on Encryption Algorithms. To ensure the security of IoT device data, encryption algorithms
may be employed. However, in low energy consumption modes, their usage may be restricted,
and less effective algorithms may be selected. This creates a risk of reducing the level of data
protection, as the use of less reliable encryption methods can make data more vulnerable to
attacks by malicious actors. Limited energy consumption can affect the efficiency of encryption
in embedded devices. The compromise between energy savings and encryption efficiency can be
a factor in increasing the vulnerability of devices to potential threats and cyber-attacks. In turn,
the reduction in the level of data protection due to the use of less reliable encryption methods
can complicate the recovery or protection of information in the event of attacks or unauthorized
access to the device.

5. Low battery levels can significantly impact the effectiveness of cryptographic methods used to
protect data. Cryptographic algorithms that demand substantial computational resources may
operate unstably or lose efficiency due to limited energy supply. This can lead to a reduction in
the speed or accuracy of applying cryptographic methods, diminishing the level of data protection.
With low battery charges, a device may lack sufficient power to effectively implement complex
encryption algorithms, resulting in increased data processing times or even a decrease in the level
of protection. Such unstable operation of cryptographic methods can compromise the security of
the device, making it more vulnerable to attacks.
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6. Recovery after power loss. Restoring the operation of an embedded IoT device to its correct
functional state can be challenging following a power loss. This is because, during sudden
shutdowns or disconnections, the device may lose information about its previous state and
current data. The difficulty or even impossibility of returning to the previous state directly affects
its reliability and functionality.

Let’s consider the effectiveness of protection against attacks when using an encryption algorithm,
where efficiency is denoted as 𝐸, the battery level is 𝐵, and the type of cryptographic methodology is
𝐶 . One of the possible models of efficiency has the form of a linear function:

𝐸 = 𝑚 ·𝐵 + 𝑐 · 𝐶, (3)

where 𝑚 and 𝑐 are parameters reflecting the influence of the battery level and the type of cryptographic
methodology, respectively.

Let’s assume the values of the coefficients are as follows: 𝑚 = 0.5 and 𝑐 = 0.8. The battery level (𝐵)
varies from 1 to 10, and the cryptographic methodology parameter (𝐶) can take values of 1 or 2. The
possible values of data protection efficiency (𝐸), calculated using model (1) and these parameters, are
presented in table 1.

Table 1
Evaluation of the energy-based attack protection efficiency model for an embedded device.

Charge level 𝐵
Protection efficiency 𝐸
𝐶=1 𝐶=2

1 0.5·1+0.8·1=1.3 0.5·1+0.8·2=2.1
2 0.5·2+0.8·1=1.8 0.5·2+0.8·2=2.6
3 0.5·3+0.8·1=2.3 0.5·3+0.8·2=3.1
4 0.5·4+0.8·1=2.8 0.5·4+0.8·2=3.6
5 0.5·5+0.8·1=3.3 0.5·5+0.8·2=4.1
6 0.5·6+0.8·1=3.8 0.5·6+0.8·2=4.6
7 0.5·7+0.8·1=4.3 0.5·7+0.8·2=5.1
8 0.5·8+0.8·1=4.8 0.5·8+0.8·2=5.6
9 0.5·9+0.8·1=5.3 0.5·9+0.8·2=6.1
10 0.5·10+0.8·1=5.8 0.5·10+0.8·2=6.6

The linear model (3) can be adapted to more complex dependencies, following the example of a
quadratic model:

𝐸 = 𝑎 ·𝐵2 + 𝑏 · 𝐶2 + 𝑑 ·𝐵 · 𝐶 + 𝑒, (4)

where 𝑎, 𝑏, 𝑑, 𝑒 are coefficients reflecting the interaction of the battery level and the type of cryptographic
methodology on the effectiveness of data protection.

Models (3), (4) can be supported and refined through experiments, data analysis, and parameter
tuning, taking into account the influence of various factors on the effectiveness of data protection at
specific battery levels and specific types of cryptographic methodologies.

5.3. Risks due to limited computational power

Cryptographic protection algorithms, in general, are quite complex and resource-intensive in terms of
the computational resources of their technical platform. Therefore, insufficient computational power of
IoT devices has several consequences for their security:

1. Limited capacity for strong encryption application. The incompatibility of the computational
resources of the embedded device with the requirements of strong, computationally complex
encryption algorithms creates a risk of resorting to weaker encryption methods. This limitation
may compel the device to choose less resource-intensive computational methods, which, in turn,
may have lower resistance to cyberattacks.
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2. Authentication failure due to resource constraints. Computational limitations can diminish
the suitability of an embedded device for implementing robust identity verification methods,
such as biometric data or complex encryption algorithms, thereby increasing vulnerability to
attacks. Additionally, the limited memory of embedded devices can complicate the storage and
management of authentication-related data, such as passwords, keys, or ciphers. This may lead
to the use of less secure methods for storing identification information or a reduction in the
number of available authentication methods. Therefore, the challenge of implementing proper
authentication in embedded devices is associated with both the potential complexity of authenti-
cation algorithms and ensuring secure processes for storing and managing identity information.
Moreover, the constraint on computational power may negatively impact the authentication
process itself, resulting in the implementation of slower or less reliable authentication processes.
The limited speed of the embedded device in processing authentication requests can make them
less responsive to user requests in real-time or increase response times. Overall, the rejection of
robust authentication methods decreases the device’s level of protection.

6. Cryptographic models for risk analysis

In the context of security for embedded IoT devices, a key aspect is considering their resource constraints.
These constraints directly impact the effectiveness of implementing security mechanisms and strategies.
It is important to realize that each type of constraint – whether it’s memory, battery charge, or energy
consumption – poses unique challenges and requires specific solutions [26]. As the analysis shows,
memory, battery charge, and energy consumption constraints significantly influence the cryptographic
protection of information in IoT devices (table 2).

Table 2
Impact of embedded device resource constraints on information security.

Type of constraint Impact on information security

Memory limitation Complicates storage and management of encryption keys. Limits re-
sources available for access control and authentication.

Battery charge constraint Creates the risk of unpredictable interruptions in the device’s operation.
Reduces cryptography efficiency due to low battery charge.

Limited power consumption Leads to a transition to low-power mode, restricting the use of powerful
encryption algorithms. Affects response speed to threats due to standby
mode for energy conservation.

Memory limitations often impact the device’s ability to store encryption keys and other essential
data, increasing the risk of unauthorized access and information leakage.

Meanwhile, battery charge limitations may lead to unforeseen disruptions in the device’s operation,
reducing its reliability and the effectiveness of protective mechanisms. Finally, limited energy consump-
tion can restrict the application of resource-intensive protective algorithms, particularly in the field of
cryptographic security.

Each of these aspects requires detailed consideration and analysis to ensure effective and adequate
protection for embedded IoT devices.

6.1. Memory constraints

Memory constraints in IoT devices can pose a significant risk to data security. On one hand, limited
memory can complicate the storage of large amounts of data or complex software algorithms necessary
for effective cryptographic protection. On the other hand, insufficient memory can reduce the efficiency
of key management, which is critically important for ensuring the security of communication processes.
Memory limitations in IoT devices can lead to inadequate storage and management of encryption keys,
increasing vulnerability to attacks.
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The degree of impact of memory constraints on key storage, security management, and system
vulnerabilities is illustrated in the diagram (figure 1). It is based on a conceptual analysis of the impact of
memory constraints on these security aspects of IoT devices. The percentages indicated on the diagram
reflect widely accepted expert estimates in the field of IoT cybersecurity, based on their experience
and analysis of current trends in IoT technology development. These data do not represent specific
quantitative research but rather provide a general understanding of trends in the field.

Figure 1: Impact of device memory constraints on its security.

6.2. Battery charge limitations

Battery charge limitations in IoT devices can cause disruptions in their operation, especially in critical
situations. This may lead to a failure to perform essential security operations and unauthorized access
to data. Additionally, a low battery charge can limit the effectiveness of encryption and other protective
mechanisms. The limited battery life of IoT devices can result in unexpected shutdowns or reduced
security functionality, increasing the risk of data leaks.

Let’s define a function that relates the battery charge level to the runtime of security protocols. Let 𝐵
be the initial battery charge level, and 𝑇 be the duration of security algorithm operation in hours. Then:

𝑇 = 𝑎 · ln 𝑙𝑛(𝐵) + 𝑏, (5)

where 𝑎 and 𝑏 are constants based on the energy consumption characteristics of the device.
The diagram (figure 2) illustrates the impact of battery charge limitations on the activity of security

protocols, the risk of data loss, and the constraints of protective mechanisms. This diagram is developed
based on a qualitative analysis of the effects that battery charge limitations may have on the security
aspects of IoT devices. The percentages on the diagram reflect estimated conclusions derived from
theoretical considerations and expert opinions in this field, emphasizing the importance of considering
energy aspects in the development of protective strategies for IoT. The diagram shows that battery
charge limitations have the most significant impact on the risk of data loss during interruptions in
operation. This underscores the importance of developing energy-efficient solutions to ensure the
reliability and continuity of security functions.

6.3. Limitations on energy consumption

Limitations on energy consumption in IoT devices can be an obstacle to using resource-intensive
security algorithms, especially in the field of cryptographic protection. This may lead to the selection
of less powerful, and therefore less secure, encryption algorithms. Additionally, limited energy can

92



Figure 2: Impact of battery charge limitations on device security.

slow down the processes of detecting and responding to potential cyber threats. The difficulty of using
complex cryptographic algorithms in IoT devices makes them vulnerable to advanced cyber-attacks.

Let’s model the efficiency of cryptographic algorithms in relation to energy consumption. Let 𝐸
represent the effectiveness of the applied algorithm’s security properties, and 𝑃 represent energy
consumption. Then, the efficiency of cryptographic algorithms can be described by a polynomial
function:

𝐸 = 𝑐1 · 𝑃 2 + 𝑐2 · 𝑃 + 𝑐3, (6)

where 𝑐1, 𝑐2 and 𝑐3 are coefficients determined based on the computational capabilities of the device.
The figure 3 depicts the diagram of the impact of energy consumption constraints on the security of

IoT devices. The data for this diagram were formulated based on expert discussions and an assessment
of potential consequences of limited energy consumption on the protective mechanisms of IoT devices.
The percentage indicators reflect the generalized expert opinion on the importance of this aspect in
the context of the development and application of cryptographic security systems. The diagram shows
that limited energy consumption most significantly affects the selection and effectiveness of secure
algorithms. This emphasizes the need for the development of energy-efficient cryptographic solutions
that can provide an adequate level of security with constrained energy consumption.

Figure 3: Impact of device energy consumption constraints on its security.
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7. Strategies for optimizing security in IoT devices with limited
resources

In the context of ensuring the security of IoT devices, optimizing their limited resources becomes crucial.
This requires an innovative approach that takes into account both technical constraints and security
needs. By focusing on key aspects of such limitations, such as memory, battery charge, and energy
consumption, effective strategies can be developed to enhance the security level of IoT systems.

1. Lightweight Cryptographic Algorithms: Development and use of cryptographic algorithms that
require minimal resources for execution but still provide reliable data protection.

2. Efficient Energy Management Algorithms: Implementation of algorithms that optimize energy
consumption without compromising security can ensure longer device runtime and security
system reliability.

3. Memory Usage Optimization: Development of methods for efficient utilization of limited memory
space, including compact storage of encryption keys and using memory for security functions.

4. Adaptive Security Mechanisms: Creation of security systems capable of adapting to changing
resource constraints to maintain an optimal level of protection in different operating conditions.

5. Improvement of Authentication Algorithms: Implementation of effective authentication algo-
rithms that provide a high level of security with limited computational resources.

6. Secure Communication Protocols: Development of specialized communication protocols for IoT
that are optimized for efficient resource utilization and ensure reliable data protection.

These strategies form the foundation for ensuring the security of IoT devices operating in resource-
constrained environments. They enable a balance between security needs and constraints in memory,
energy consumption, and operational resources, providing effective protection against potential threats.

8. Discussion

In light of the presented analysis, it is crucial to delve deeper into the discussion of the perspectives
for further research in the field of IoT security with constrained resources. One of the key directions
is the development and implementation of more efficient algorithms that consider the specificity of
IoT devices. This includes not only technical aspects but also taking into account the diversity of
applications of IoT devices in various industries.

The need for improvement in cryptographic protection methods is evident, especially in the context of
limited memory and computational resources. The development of lightweight yet robust cryptographic
algorithms can be key to enhancing overall security. Additionally, there is a necessity to develop flexible
and adaptive security systems capable of effectively operating under resource constraints and quickly
adapting to new threats and challenges.

Significant potential lies in research on energy-efficient technologies for IoT devices. Energy is
a critical resource for many IoT systems, so developing methods for efficient energy management
can significantly increase the autonomy and reliability of devices. It is also essential to consider the
interaction between different components of IoT systems to optimize overall efficiency and security.

9. Conclusions

In the context of ensuring security for IoT devices with limited resources, it is important to recognize
that effective security requires a multidimensional approach. This approach should involve the integra-
tion of technical innovations and strategic planning. Considering the constraints in memory, power
consumption, and computational power, the development of lightweight cryptographic algorithms that
utilize minimal resources becomes a priority to ensure reliable data protection.

Adapting security systems to the changing operational conditions of IoT devices is another crucial
aspect. Security systems should be flexible, adaptive, and capable of maintaining a high level of security
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despite resource limitations. This includes not only technical aspects but also operational resource
management, especially concerning energy and memory.

Innovations in authentication algorithms and energy-efficient technologies are essential for enhancing
the autonomy and reliability of IoT devices. Further research in these areas should focus on developing
solutions that can efficiently operate under resource constraints while providing reliable protection
against current and future cyber threats.

Given the rapid advancement of technologies and the constant growth of cyber threats, continuous
updating and adaptation of security mechanisms are integral parts of a security assurance strategy.
Updating security solutions in response to new threats will help maintain a high level of protection
while expanding the possibilities of applying IoT technologies in various domains.
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Abstract
This article explores the potential of Internet of Things technologies in creating a comprehensive air quality
monitoring system with an emphasis on the indoor environment. The goal is to improve the quality of energy
devices and protect the environment by ensuring optimal air conditions. This study highlights the role of
embedded sensors in creating a universal Internet of Things based monitoring system that responds to various
control parameters while excluding extraneous data. Key factors including temperature, humidity, dust control,
air quality and energy efficiency are considered as critical aspects affecting the performance and lifetime of
electrical systems and devices. This paper proposes the integration of sensors in wireless networks and the
development of data processing and analysis algorithms to en-sure accurate and efficient determination of air
quality. The system structure is proposed, which consists of three main modules: device modules, data processing
modules, and application modules. The device module contains sensors to measure various parameters, while the
data processing module processes the sensor data and the application module visualizes the data in real time. A
management decision-making algorithm is proposed, which guides users based on air quality indicators. The
paper defines air quality criteria, including temperature, humidity, carbon dioxide levels, and particulate matter
concentration. Monitoring of these parameters allows early detection of air pollution and prompt corrective
measures. The Internet of Things system was tested with a range of sensors, Arduino boards and the Blynk
Internet of Things platform. Sensor data is displayed in real-time and alerts are sent when values exceed acceptable
limits. The proposed system is an effective solution for maintaining indoor air quality. In conclusion, this study
proposes a practical Internet of Things based air quality monitoring system suitable for indoor environments.

Keywords
Internet of things, monitoring system, air quality, temperature, Arduino, Blynk

1. Introduction

In the contemporary world, characterized by rapid technological advancements, the field of air quality
monitoring has emerged as both relevant and crucial [1]. The advent of the Internet of Things (IoT)
has ushered in a plethora of opportunities to develop efficient monitoring tools that facilitate frequent
assessments and immediate troubleshooting [2].

One of the key aspects of this solution is the versatility of drone sensors. The presence of these sensors
in the IoT interface potentially allows for the creation of a monitoring system capable of responding
to a wide range of random control parameters, while excluding extraneous operational data, allowing
informed decisions about device operation and ensuring safety [3].

Moreover, the ambient air conditions within an enclosed space play a pivotal role in determining
the performance and longevity of electrical systems and devices. Temperature control, as a primary
concern, cannot be overstated [4]. Extreme temperatures, whether excessively hot or cold, can exert
adverse effects on electronic components. Elevated temperatures can lead to overheating, causing
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components to degrade and, ultimately, resulting in system failures. Conversely, lower temperatures
can create conditions conducive to condensation and moisture-related damage [5].

Another critical factor is humidity levels, which have a substantial impact on electrical systems.
Excessive humidity can accelerate corrosion and lead to short circuits, compromising the integrity of
devices. Conversely, low humidity levels can induce static electricity buildup, posing a risk to sensitive
components. To mitigate these risks, air conditioning systems are often equipped with humidity control
features to maintain optimal conditions.

Furthermore, air conditioning systems play a crucial role in managing dust and particulate matter
within the environment. Air filters integrated into these systems effectively remove dust, allergens, and
particulates from the air, ensuring that devices remain clean and unobstructed by debris [6]. Without
such filtration, dust buildup can impede ventilation and exacerbate overheating issues.

Air quality stands as another crucial factor influencing device performance. Subpar air quality,
characterized by high pollutant levels, can accelerate wear and tear on devices, necessitating more
frequent maintenance and potentially reducing their operational lifespan [7].

Lastly, energy consumption is a significant consideration. Air conditioning systems consume elec-
tricity to function, and their efficiency directly impacts energy consumption, subsequently affecting
operational costs and environmental sustainability. Properly maintained and optimized air condition-
ing systems can effectively manage energy usage, thereby reducing both financial expenditures and
environmental footprints [8].

In conclusion, it is evident that the indoor air environment significantly influences the condition
and performance of electrical systems and devices. Temperature regulation, humidity control, dust
management, air quality, and energy efficiency are all interconnected aspects of this relationship.
Moreover, the integration of IoT systems for air quality monitoring enhances our ability to create and
maintain a conducive environment for devices, ensuring their reliability and longevity while optimizing
energy usage for a more sustainable future.

In this context, this scientific work aims to explore and analyze the potential of utilizing IoT technolo-
gies to create air quality monitoring systems. It encompasses the integration of sensors into wireless
sensor networks and the development of data processing and analysis algorithms to enable accurate
and efficient determination of air quality. The outcomes of this research have the potential to make a
significant contribution to improving the quality of life and environmental protection.

2. Literature review

In the field of the IoT, one of the most promising areas is the development of systems for monitoring
indoor air quality. Scientific publications in recent years have emphasized the importance of integrating
advanced sensors to truly and accurately monitor various air pollutants such as particulate matter,
volatile organic compounds, and carbon dioxide [9]. These innovations in sensor technology include the
development of miniaturized, cost-effective and energy-efficient devices, facilitating their widespread
adoption in various indoor environments such as homes, offices and manufacturing plants.

In parallel with technological innovation, much attention is being paid to the development of machine
learning algorithms and data analysis methods to interpret the vast amount of information coming
from sensors. These methods can predict air quality trends, identify sources of pollution, and develop
strategies to eliminate them. However, big data processing and analysis pose a significant challenge,
highlighting the need to develop robust algorithms that can efficiently process and provide actionable
insights from sensor data[10].

Integrating IoT systems with existing building management systems and heating, ventilation and air
conditioning (HVAC) systems is a key area of research. This integration aims to optimize air quality
control and energy efficiency. At the same time, the problem of interoperability between different IoT
devices and platforms remains relevant, and the development of universal standards and protocols is
critical for the smooth integration of various IoT components [11].

An important area of research is the development of user interfaces and ensuring the accessibility
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of air quality monitoring systems [12]. Simplifying the user interface for non-experts and providing
easy access to air quality information is important for wider adoption. The development of mobile
applications and cloud platforms for monitoring and managing indoor air quality is also being actively
explored [13].

3. Methods

It is proposed to create an information system for monitoring atmospheric air pollution based on the
results of the analysis and selection of optimal solutions of the complex technologies of the IoT in
accordance with the proposed structure of the system shown in figure 1, using IoT technologies.

Figure 1: Structural diagram of the IoT system.

Based on this structure of the system, three main modules were selected, namely the device module,
the data processing module and the application module.

• devices consist of a system control board, various sensors, auxiliary devices for emulating their
operation, components for emulating the operation of a COM port for connecting external devices
via the RS232 interface;

• processing modules consist of certain instructions in the code, which become valid sensor detec-
tion functions, read data from the sensors, process them according to this function and transfer
them to the data visualization module for further display;

• application module displays the received data from the sensors, depending on their values will be
circled in a certain color. After receiving the data, if the values of the sensors are above the limits
of the accepted values, the system will notify the user about the actions that must be taken in
order not to put yourself and your health at risk and to improve the air quality. This module uses
the Blynk IoT software application and its built-in functionality to visualize the received data
from the sensors in real time [14].

The proposed algorithm consists of six main steps (figure 2):
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Figure 2: Work algorithm.

• item 1 – formation of a request;
• item 2 – subsequent processing of data in accordance with the secure section of the value;
• item 3 – if the indicators are normal, data on the consumer’s sale in a convenient form, go to

item 6;
• item 4 – if the data indicators do not correspond to the safe part, the user will be sent an agreement

with recommendations, transition to item 5;
• item 5 – verification of changes in data indicators;
• item 6 – the user receives data from the sensors in a convenient form in the application.

The following indicators were selected for the air quality monitoring system:

• air temperature can affect people’s comfort and quality of life. It can also affect substances
dissolved in the wind and their mobility;

• air humidity can affect people’s sense of comfort. Air with low levels of humidity can cause
discomfort and negatively affect health and quality of life. High humidity can also promote the
growth of fungi and mold;
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• carbon dioxide (CO2). Elevated levels of carbon dioxide in the air can be harmful to human
health, causing shortness of breath and other problems. They can also serve as an indicator of
the decrease in air quality over time;

• dust particles PM2.5 and PM10. These particles in the air can be very dangerous to health, then can
penetrate deep into the respiratory tract and expand various lung and heart diseases. Monitoring
the levels of these solution particles detects air pollution in time and takes measures to improve
it.

Accurate measurement of local air quality limits is an aspect of ensuring a healthy and comfortable
environment for living and working. This is especially relevant in megacities, where people spend most
of their time in-doors. Measuring parameters such as CO2 concentration, humidity level and air quality
can identify your problems and help you take timely measures to solve them [15].

Table 1
The limit values of air quality criteria that can affect the human condition at all times.

Criteria Indicators

Temperature The range from 9.6 ℃ to 34.8 ℃ is chosen as a comfortable air
temperature

Humidity Humidity below 30% and above 60% is harmful, so 30% to 60%
humidity was chosen as the safe range.

Carbon dioxide At a concentration of carbon dioxide above 0.14% (1400 ppm), air
quality is classified as low, i.e. values below 1400 ppm are considered
normals

Particulate matter PM2.5 Safe range: less than 12 µg/m³ (micrograms per cubic meter).
Dust particles PM10 Safe range: less than 50 µg/m³ per day.

4. Testing of IoT system

After analyzing the necessary components for the operation of the air monitoring system, it was decided
to add the following components to the device module:

• Arduino UNO board;
• the MQ135 sensor is a gas sensor that measures the concentration of various harmful gases in the

air, in particular, ammonia, hydrogen sulfide, benzene and other gases;
• potentiometer (POT-HG) – an element used as a slider to change the values of the MQ135 sensor;
• the DHT11 sensor is a sensor that measures air temperature and humidity.
• another DHT11 sensor – emulation of PM2.5 and PM10 sensors;
• compel is a component that emulates a virtual COM port for connecting external devices via the

RS232 interface.

The Blynk IoT system was chosen for dis-play and monitoring capabilities. It allows you to receive,
store, and display data from sensors in real time. A Template was created, ac-cording to which a Device
will be created, which will receive, store and display information from sensors.

To understand the ranges of acceptable values, a certain color was set, for example, if at the moment
the sensor value is in the nor-mal range, the scale next to it will be green, if it is in the range of values
that are above or below the norm, it will be red. The temperature from 0 ℃ to 9.6 ℃ and 34.8 ℃ to 60 ℃
will be considered harmful, so the scale around it will be red, if the temperature value is from 9.6 ℃ to
34.8 ℃ – green. Similar actions were taken for the data of other sensors [14].

The trigger frequency for events was set to 1 minute. This means that as long as the sensor value
is in the range of bad values, an event will be triggered every minute and sent to the message block
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(Timeline) of the device. The free version of Blynk stores these messages for 1 week, but the paid
version can store them longer.

As a result, the system reads data from sensors in real time and displays them on the panel. When
the values are above or below the norm, notifications are sent to the message bar about what should be
done to change the air quality.

As a result of the analysis, it was decided to use a mobile application for system control (figure 3).

Figure 3: Mobile application for system control.

In figure 4 shows graphs of changes in parameters: humidity , air temperature, carbon dioxide content,
as well as the concentration of PM2.5 and PM10 particles during of this hour period (as an illustration).
The graphs were constructed using the software described in this work and worked in real time.

Figure 4: Graph of changes in air parameters.
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5. Conclusion

The problem of air quality monitoring based on the automatic interaction of various devices that
transmit data using the IoT technology is considered. In the course of the work, the structure of the
system and the method of data analysis and visualization, processing results using IoT technologies
such as Proteus and Blynk, as well as other tools, were developed.

Accurate measurement of the limits of indoor air quality criteria is an important aspect to ensure a
healthy and comfortable environment for the operation of devices and work. Measurement of parameters
such as CO2 concentration, humidity level and air quality can identify potential problems and facilitate
the adoption of timely measures to solve them.

A system analysis and justification of the choice of software and technical solutions, which are
necessary for the implementation of this system and all its stages, were carried out. The use of
technologies such as Arduino, Proteus and Blynk IoT made it possible to develop a real-time air quality
monitoring system within the modern IoT concept. This developed system can be used as a prototype
for organizing monitoring in changing environments and responding to various critical situations.
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