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Abstract
The 6th Workshop for Young Scientists in Computer Science & Software Engineering showcases cutting-
edge research from emerging talents. This volume comprises diverse papers illuminating emerging
technologies’ profound impact across various domains. Several contributions underscore the pivotal role
of telemetry, graph theory, and machine learning in optimising distributed systems, detecting anomalies,
and streamlining processes. Others delve into acoustic surveillance techniques for UAV detection, genetic
algorithms for university scheduling, and neural network-driven optimisation of chemical synthesis. The
proceedings also highlight novel approaches to assessing software architecture reliability, implementing
ERP systems, and designing information systems for viral infection data analysis. Thermal resistance
calculation software, multimodal distribution data processing methods, and high-performance computing
energy consumption modelling are also explored. Moreover, the importance of user experience research in
cross-platform application development is emphasised, alongside the design of virtual physics laboratories
and Python learning game applications. Notably, predatory conferences are addressed, proposing robust
conference management platforms to uphold research integrity. Collectively, these papers exemplify
young scientists’ innovative spirit and determination to tackle real-world challenges and push the
boundaries of their disciplines.
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1. CS&SE@SW 2023: at a glance

Workshop for Young Scientists in Computer Science & Software Engineering (CS&SE@SW) is a
peer-reviewed workshop focusing on research advances applications of information technolo-

CS&SE@SW 2023: 6th Workshop for Young Scientists in Computer Science & Software Engineering, February 2, 2024,
Kryvyi Rih, Ukraine
" semerikov@gmail.com (S. O. Semerikov); andrey.n.stryuk@gmail.com (A. M. Striuk)
~ https://kdpu.edu.ua/semerikov (S. O. Semerikov); https://scholar.google.com/citations?user=XzhtZZsAAAAJ
(A. M. Striuk)
� 0000-0003-0789-0272 (S. O. Semerikov); 0000-0001-9240-1976 (A. M. Striuk)

© 2024 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).
CEUR

Workshop
Proceedings

ceur-ws.org

ISSN 1613-0073 CEUR Workshop Proceedings (CEUR-WS.org)

1

CEUR
Workshop
Proceedings

ceur-ws.org
ISSN 1613-0073

mailto:semerikov@gmail.com
mailto:andrey.n.stryuk@gmail.com
https://kdpu.edu.ua/semerikov
https://scholar.google.com/citations?user=XzhtZZsAAAAJ
https://orcid.org/0000-0003-0789-0272
https://orcid.org/0000-0001-9240-1976
https://creativecommons.org/licenses/by/4.0
https://ceur-ws.org
https://ceur-ws.org


gies.
CS&SE@SW topics of interest since 2018 [1, 2,

3, 4, 5] are:

1. Software engineering

• Software requirements [6, 7]
• Software design [6, 8, 9, 7]
• Software construction [10, 8, 9]
• Software testing [6, 11]
• Software maintenance [6]
• Software engineering management [8]
• Software development process [8, 9, 12,

7]
• Software engineering models and meth-

ods [13, 10]
• Software quality [14, 6, 11]
• Software engineering professional prac-

tice [8]

2. Theoretical computer science

• Data structures and algorithms [15, 16, 17, 9]
• Theory of computation [15]
• Information and coding theory [18, 19]
• Formal methods [18]

3. Computer systems

• Computer architecture and computer engineering [16, 17]
• Computer performance analysis [16]
• Databases [17]

4. Computer applications

• Computer graphics and visualization [20, 12]
• Human-computer interaction [21, 8, 17]
• Scientific computing [20, 16, 17]
• Artificial intelligence [22, 20, 13, 9, 19]

This volume represents the proceedings of the 6th Workshop for Young Scientists in Computer
Science & Software Engineering (CS&SE@SW 2023), held in Kryvyi Rih, Ukraine, on February
2, 2024. It comprises 17 contributed papers that were carefully peer-reviewed and selected from
42 submissions. At least two program committee members reviewed each submission. The
accepted papers present a state-of-the-art overview of successful cases and provide guidelines
for future research.
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2. CS&SE@SW 2023 Program Committee

• Nadire Cavus, Near East University [23, 24]
• Stuart Charters, Lincoln University [25, 26]
• Attila Kertesz, University of Szeged [27, 28]
• Nagender Kumar Suryadevara, University of Hyderabad [29, 30]
• Orken Mamyrbaeyv, Institute of Information and Computational Technologies [31, 32]
• Bongkyo Moon, QIR [33, 34]
• Michael J. O’Grady, University College Dublin [35, 36]
• Grażyna Paliwoda-Pękosz, Krakow University of Economics [37, 38]
• Pedro Valderas, Universitat Politècnica de València [39, 40]
• Nataliia Veretennikova, Lviv Polytechnic National University [41, 42]
• Xianzhi Wang, University of Technology Sydney [43, 44]
• Alejandro Zunino, ISISTAN - UNCPBA & CONICET [45, 46]

Additional reviewers:

• Emrah Atilgan, Eskişehir Osmangazi University [47, 48]
• Olexander Barmak, Khmelnytskyi National University [49, 50]
• Kevin Matthe Caramancion, University of Wisconsin–Stout [51, 52]
• Pavlo Hryhoruk, Khmelnytskyi National University [53, 54]
• Oleksandr Kolgatin, Simon Kuznets Kharkiv National University of Economics [55, 56]
• Valerii Kontsedailo, Inner Circle [57, 58]
• Vyacheslav Kryzhanivskyy, R&D Seco Tools AB [59, 60]
• Andrey Kupin, Kryvyi Rih National University [61, 62]
• Mykhailo Medvediev, ADA University [63, 64]
• Vasyl Oleksiuk, Ternopil Volodymyr Hnatiuk National Pedagogical University [65, 66]
• Viacheslav Osadchyi, Borys Grinchenko Kyiv University [67, 68]
• James B. Procter, University of Dundee [69, 70]
• Serhiy Semerikov, Kryvyi Rih State Pedagogical University [71, 72]
• Etibar Seyidzade, Baku Engineering University [73, 74]
• Andrii Striuk, Kryvyi Rih National University [75, 76]
• Tetiana Vakaliuk, Zhytomyr Polytechnic State University [77, 78]
• Volodymyr Voytenko, Athabasca University [79, 80]

3. CS&SE@SW 2023 organizers

The 6th edition of the CS&SE@SW was coordinated by the Academy of Cognitive and Natural
Sciences (ACNS), a non-governmental organisation dedicated to nurturing the growth of re-
searchers’ expertise in the cognitive and natural sciences arena. ACNS’s mission encompasses
enhancing research, safeguarding rights and liberties, and catering to professional, scientific,
social, and other interests.

ACNS is engaged in a spectrum of activities, including:
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• Spearheading research initiatives within the cognitive and natural sciences domain and
fostering collaborative ties among researchers.

• Orchestrating conferences, workshops, training sessions, internships, and other platforms
for exchanging and disseminating knowledge in the realm of cognitive and natural
sciences.

• Publishing conference proceedings, collections of scholarly works, and scientific journals
(https://acnsci.org/journal):

– Educational Dimension [81]
– Educational Technology Quarterly [82]
– CTE Workshop Proceedings [83]

Among ACNS’s prominent publications is the Diamond Open Access Journal of Edge Comput-
ing (JEC), a peer-reviewed journal covering the science, theories, and practice of IoT, distributed
systems, and edge computing [84]. JEC considers scientific research on using and applying edge
computing in various fields: education, science, medicine, architecture, etc. [85]. Notably, JEC
covers a broad range of topics aligned with CS&SE@SW topics of interest:

• Artificial intelligence [86, 87]
• Computer networks [88]
• Computer performance analysis [89]
• Concurrent, parallel and distributed systems [90, 91, 92]
• Formal methods [93]
• Human-computer interaction [94, 95, 89, 84]
• Mathematical foundations [96]
• Scientific computing [97, 98, 99, 100, 89]

4. CS&SE@SW 2023 keynote

This year, one keynote speaker was selected by the CS&SE@SW 2023 program committee:
Dmytro Nechai (Chief architect at PLATMA, CTO at SalesJinn, mentor and lector at National
Technical University of Ukraine and “Igor Sikorsky Kyiv Polytechnic Institute”) “The future is
already here. What is low-code and what to serve it with?” (figure 1).

5. CS&SE@SW 2023 articles overview

5.1. Software engineering

The article “An approach to assessing the reliability of software systems based on a graph model
of method dependence” by Krutko et al. [14] proposes a method for evaluating the reliability
of software systems. The authors highlight the importance of software quality, particularly
reliability, in today’s rapidly evolving software development landscape. They observe that
existing reliability assessment methods often rely on hardware models, which may not fully
capture the intricacies of software systems.
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Figure 1: CS&SE@SW 2023 keynote.

The proposed approach introduces a graph model of method dependence, wherein software
systems are broken down into smaller structural elements called methods. These methods are
then analysed to construct a graph model representing their interdependencies. Stochastic
reliability indicators are assigned to each method based on the probability of failure-free
operation. These indicators are calculated by analysing method invocations and failures during
program execution.
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Figure 2: Presentation of paper [14].

The article describes the proposed method, including the steps in constructing the graph model
and calculating reliability indicators. It also presents examples demonstrating the application of
the approach to simple and complex software systems.

The article “Methodology of implementation of modern information systems at commercial
enterprises” [6] provides a comprehensive overview of implementing ERP (Enterprise Resource
Planning) systems based on the AIM (Application Implementation Method) methodology, with
a focus on Ukrainian realities. Authored by Yurii O. Chernukha, Oksana V. Klochko, and Tetiana
P. Zuziak from Vinnytsia Mykhailo Kotsiubynskyi State Pedagogical University, Ukraine, the
article delves into the various stages of implementing ERP systems, including preparation and
planning, selecting an ERP system, design, development and testing, training and support,
analysis and optimisation, and support and updates.

The authors meticulously detail each phase, providing insights into the tasks, challenges, and
considerations associated with implementing ERP systems. They emphasise the importance
of careful planning, stakeholder collaboration, and continuous monitoring throughout the
implementation process. Furthermore, they highlight the significance of selecting the right ERP
system and project management strategies to ensure successful outcomes.

A notable aspect of the article is its discussion on the methodology for implementing ERP
systems. It mainly focuses on the Oracle AIM methodology, which divides the project into six
phases and encompasses various processes within each phase. The authors provide an in-depth
analysis of the documents associated with each process, offering readers a comprehensive
understanding of the documentation required for successful ERP implementation.

Moreover, the article addresses the challenges specific to Ukrainian enterprises, such as
historical processes, diverse applications, and limited documentation, and provides practical
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recommendations for overcoming these challenges. It emphasises the importance of organi-
sational restructuring, business process optimisation, and the active involvement of company
management in the implementation process.

Additionally, the article discusses the role of project management tools and communication
platforms in facilitating collaboration and coordination among project teams. It highlights
the significance of Microsoft Project, Jira, Confluence, and other tools in streamlining project
activities and ensuring effective communication among team members.

The article “Information System Module for Analysis of Viral Infections Data Based on
Machine Learning” [13] presents a comprehensive exploration of the development and imple-
mentation of an information system module designed to analyse viral infection data. Authored
by Nickolay Rudnichenko, Vladimir Vychuzhanin, Tetiana Otradskya, and Igor Petrov, the
article delves into the significance of automating data analysis processes, particularly in the
context of viral diseases, utilising intelligent technologies and machine learning methods.

The article begins by addressing the relevance of data analysis automation in various fields,
emphasising the importance of modern tools and approaches in efficiently handling large
volumes of data. With a focus on viral diseases, especially in the post-COVID-19 era, the authors
highlight the ongoing need for analysing disease patterns, forecasting, and automating symptom
detection to prevent further spread.

Key components and technologies used in developing the information system module are
described, including using the UML language for system design modelling, client-server archi-
tecture, and relational database implementation. The process of creating, training, and testing
machine learning models is detailed, along with assessing input features’ significance and error
matrix evaluation.

The article provides insights into the project structure, outlining the system’s functionalities
such as authentication, dataset importation, data visualisation, and model parameter modifica-
tion. It also presents a sequence diagram illustrating the system’s operation and a component
diagram highlighting its main modules.

Results from implementing five machine learning models – Gaussian Naive Bayes, Decision
Tree, Random Forest, Support Vector Machine, and Neural Network – are discussed, along with
the performance metrics and analysis of each model’s outputs. The authors demonstrate the
effectiveness of these models in analysing COVID-19 symptom data, identifying key symptoms
indicative of the virus, and assessing model accuracy and speed.

In summary, the article provides a thorough overview of developing and implementing an
information system module for analysing viral infection data using machine learning tech-
niques. It underscores the importance of automated data analysis in addressing public health
challenges, with implications for improving disease prevention and control strategies. The
findings contribute to advancing research in the field of data-driven healthcare and highlight
avenues for future exploration, including developing more efficient models and expanding
datasets for comprehensive analysis.

The article “Designing a cross-platform user-friendly transport company application” [8]
delves into the crucial aspects of developing an application for a transportation company with
a focus on cross-platform compatibility user experience (UX) and user interface (UI) design.
Authored by Maksym Y. Salohub, Olena H. Rybalchenko, and Svitlana V. Bilashenko from Kryvyi
Rih National University, the paper presents a comprehensive approach to creating a scalable
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Figure 3: Presentation of paper [6].

and user-centric application.
The methodology includes UX research, competitor analysis, and target audience surveys to

identify user preferences and behaviours. Through a thorough analysis of analogous applications
like Bolt, Grab, and DiDi Rider, the authors provide insights into the strengths and weaknesses
of existing platforms. Additionally, the survey results highlight the importance of features such
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Figure 4: Presentation of paper [13].

as panic buttons, driver selection options, and trip archives for users.
The article discusses various approaches to cross-platform development, emphasising the

advantages of using technologies like React Native to streamline the development process and
ensure compatibility across different platforms. The authors also address challenges in UI design
and propose solutions to create an intuitive and visually appealing interface.
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Figure 5: Presentation of paper [8].

Furthermore, the paper outlines the system development process, including using technolo-
gies like Express.js for backend development and MongoDB for database management. The
integration of Expo CLI facilitates testing and deployment, while the utilisation of Feather Icons
enhances the semantic interaction within the application.

The article “Research of the route planning algorithms on the example of a drone delivery
system software development” [9] provides an in-depth analysis of various route planning
algorithms for drone delivery systems. Authored by Yevhen L. Turchyk, Milana V. Puzino, Olena
H. Rybalchenko, and Svitlana V. Bilashenko, the paper delves into the existing drone delivery
systems worldwide, examines different route-building algorithms, and discusses the advantages
and disadvantages of each approach.

The paper begins with an introduction highlighting the significance of efficient logistics,
particularly in urban settings. It introduces the concept of drone delivery as a potential solution
to overcome challenges in last-mile delivery. It sets the stage for the research by emphasising
the need for quick and convenient operation in drone delivery systems.
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The subsequent sections thoroughly review existing drone delivery systems, such as Ama-
zon Prime Air, Starship Technologies, and Zipline, providing insights into their operations,
advantages, and limitations. Recent research on drone delivery systems is also analysed, cov-
ering topics like multi-physics modelling, cloud-based drone management, and optimisation
algorithms for route planning.

A comprehensive review of common approaches and algorithms for drone delivery route
planning follows, including the Traveling Salesman Problem algorithm, Dijkstra’s algorithm,
A* algorithm, and reinforcement learning. Each algorithm is evaluated based on execution
speed, scalability, and implementation simplicity. The authors argue that reinforcement learning
emerges as the most optimal solution due to its ability to adapt to dynamic environments and
optimise delivery routes efficiently.

The paper concludes with a discussion on system development, outlining the general architec-
ture of a drone delivery system, hardware simulation using ArduPilot SITL, and implementing
a route-building subprogram using Q-Learning. The provided code snippets offer insights into
how reinforcement learning techniques can be applied to optimise delivery routes.

The article “Implementing E2E tests with Cypress and Page Object Model: evolution of ap-
proaches” [11] presents a comprehensive exploration of various methodologies for constructing
Cypress tests using the Page Object Model (POM). Authored by Inessa V. Krasnokutska and
Oleksandr S. Krasnokutskyi from Yuriy Fedkovych Chernivtsi National University, the article
delves into different strategies for organising tests with Cypress while utilising the POM design
pattern.

The authors begin by introducing the problem of automating tests for a website, using the
example of the saucedemo.com website. They emphasise the importance of covering positive
and negative test cases, such as successful logins and unsuccessful login attempts resulting in
error messages.

The article outlines nine distinct approaches to implementing the Page Object Model with
Cypress. These approaches range from tests without POM to utilising POM with various
techniques, such as selectors for elements, getters for error messages, and assessor properties.
Each approach is discussed in detail, highlighting its advantages, disadvantages, and evolution
from simpler to more refined implementations.

The article provides code snippets and examples to illustrate each approach, making it
accessible for readers to understand and implement in their projects. The authors also provide
insights into the rationale behind each approach, discussing factors such as code maintainability,
readability, and adherence to best practices.

The article “Design and development of a game application for learning Python” by Oleksiuk
et al. [7] explores the creation of a Python learning game application and presents the outcomes
of meeting its objectives. The authors analyse various game-based learning experiences, estab-
lish application requirements, select Unity3D as the game engine, and describe their experience
in developing the PythonLeaner game.

The article begins by discussing the significance of game-based learning in teaching program-
ming. It highlights its benefits, such as increased engagement, active participation, hands-on
learning, and simulation of real-life scenarios. It then outlines the research objectives, including
analysing experiences, describing application requirements, selecting development tools, and
analysing key development points.
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Figure 6: Presentation of paper [9].

The model of the game application for learning Python is described, emphasising the in-
corporation of educational objectives, game mechanics, hands-on learning, individualised
progression, and reporting of learning outcomes. The game model includes modes such as New
Game, Continue, Shop, and Exit, emphasising individualised progression through levels.

A comparison of game engines Unity3D, Unreal Engine, and CryEngine is provided, high-
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Figure 7: Presentation of paper [11].

lighting Unity3D as the chosen platform for its ease of learning, compatibility, multi-platform
support, and active community. The article then analyses key development points, including
scene design, script creation, Firebase integration for data storage, and implementation of game
features such as animations, user input delay, and task types.

The conclusion summarises the achieved objectives, emphasising the analysis of experiences,

13



Figure 8: Presentation of paper [7].

the establishment of application requirements, the selection of Unity3D as the game engine, and
the description of crucial development points. It also outlines prospects for research, including
multiplayer integration, code interpretation, artificial intelligence, and mobile application
development.

5.2. Theoretical computer science

The article “Application of Daubechies wavelet analysis in problems of acoustic detection of
UAVs” [18] provides an in-depth exploration of the utilisation of Daubechies wavelet analysis for
acoustic signal processing in the context of detecting unmanned aerial vehicles (UAVs). Authored
by Oleksandr Yu. Lavrynenko et al. from the National Aviation University in Ukraine, the study
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addresses the significance of acoustic surveillance in UAV detection. It proposes Daubechies
wavelet analysis as a promising method for identifying characteristic features of UAVs’ acoustic
radiation. The article offers a thorough exploration of Daubechies wavelet analysis in the
context of acoustic UAV detection, providing theoretical foundations and practical insights into
the application of this method. It bridges the gap between theoretical wavelet analysis and
its implementation in real-world problems, making it a valuable resource for researchers and
practitioners in signal processing and UAV detection.

The article “Data processing method for multimodal distribution parameters estimation” by
Solomentsev et al. [15] describes the synthesis and analysis of a method for processing data
to estimate the parameters of multimodal distributions. The proposed approach combines
the method of moments and the method of quantiles. The method allows for estimating
the parameters of the probability density function even without prior information about the
distribution type, which is essential in practical applications, especially in telecommunications
and radio engineering.

The key steps of the method include dividing the sample population into subsets correspond-
ing to positive and negative regions, selecting appropriate thresholds based on the distribution
characteristics, and employing a combination of moment-based and quantile-based estimation
techniques to estimate the parameters of interest. The approach is illustrated with a specific
example of the trimodal probability density function, which includes chaotic impulse noise of
positive and negative polarity.

The proposed method offers a practical solution for estimating distribution parameters in
scenarios where the distribution type is unknown or complex. Future research could explore
further refinements and extensions of the method and its application in various real-world data
processing tasks.

The article “Application of artificial intelligence in digital marketing” [19] provides a compre-
hensive analysis of how artificial intelligence (AI) can be utilised to optimise digital marketing
strategies for companies. Authored by Ihor V. Ponomarenko, Volodymyr M. Pavlenko, Oksana
B. Morhulets, Dmytro V. Ponomarenko, and Nataliia M. Ukhnal, the paper explores various
aspects of AI integration into digital marketing tools, emphasising its role in enhancing user
engagement, personalisation, content generation, customer support, sentiment analysis, and
more.

The authors begin by highlighting the significance of digitisation processes in reshaping
consumer behaviour and increasing dependence on innovative technologies. They argue that
AI catalyses qualitative transformations in digital marketing, enabling companies to leverage
vast amounts of data generated online for strategic decision-making. Through a methodological
approach grounded in scientific analysis, the paper outlines the primary sources of information
utilised in AI applications for digital marketing, including data from company websites, social
media, public sources, and web scraping.

Furthermore, the article delves into the models and methods employed in AI-driven digital
marketing, emphasising the importance of data analysis, content personalisation, and customer
interaction channels. It discusses the role of machine learning algorithms in processing big
data, segmenting target audiences, generating personalised content, and enhancing customer
support services. The authors also highlight the significance of sentiment analysis in gauging
user attitudes and adjusting marketing strategies accordingly.
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Figure 9: Presentation of paper [18].

In addition to providing insights into current practices, the article identifies future research
directions in AI-driven digital marketing. It emphasises the need for ongoing development of ma-
chine learning algorithms, specialised programming languages, and innovative methodological
approaches to optimise marketing strategies further and enhance user experiences.
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Figure 10: Presentation of paper [15].

5.3. Computer systems

The article “Modern methods of energy consumption optimisation in FPGA-based heterogeneous
HPC systems” [16] provides a comprehensive investigation into optimising energy efficiency
in heterogeneous High-Performance Computing (HPC) systems, with a focus on integrating
Field-Programmable Gate Arrays (FPGAs) into existing architectures. The authors, Oleksandr V.
Hryshchuk and Sergiy P. Zagorodnyuk from Taras Shevchenko National University of Kyiv,
Ukraine, delve into the parametrisation, modelling, and optimisation techniques necessary for
sustainable HPC practices.

The article begins by outlining the growing concern over the escalating energy consumption of
HPC systems, highlighting the need for effective optimisation strategies to address sustainability
and operational costs. It characterises the heterogeneity within modern HPC environments,
incorporating diverse hardware components such as CPUs, GPUs, FPGAs, and accelerators.

The research delves into modelling techniques, leveraging heuristic methods and statistical
approaches to construct accurate predictive models for energy consumption. Additionally,

17



Figure 11: Presentation of paper [19].
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integrating dynamic power management strategies, such as Dynamic Voltage and Frequency
Scaling (DVFS) and task scheduling, is explored to optimise energy usage without compromising
performance.

The authors provide a theoretical framework for energy optimisation in heterogeneous
HPC systems, discussing optimisation problem definitions for task scheduling and outlining
optimisation criteria. They compare cluster architectures, focusing on homogeneous Massive
Parallel Processor (MPP) systems and heterogeneous systems combining CPUs, GPUs, and
FPGAs. The article highlights the emerging field of FPGA-based HPC systems and identifies a
research gap in energy optimisation for these systems.

In conclusion, the article emphasises the need for further research and development of energy
optimisation techniques tailored to FPGA-based heterogeneous HPC systems. It suggests
that future work should amplify existing methods, including heuristic solutions for power
consumption planning in FPGA-coupled architectures.

The article “Conference platform metadata and functions: existing platforms analysis and
ontology-based approach” by Shapovalov and Shapovalov [17] provides a comprehensive anal-
ysis of existing conference management platforms and proposes an ontology-based approach to
enhance the structure and functionality of such systems. The review begins by highlighting
the rise of predatory conferences and the need for robust platforms to ensure the quality and
integrity of scholarly events.

The authors analyse six well-known conference platforms, categorising them into informational-
oriented and process-oriented systems. Each platform is detailed, emphasising its unique features
and focus areas. The authors identify standard fields and functionalities across these platforms
through data collection and processing, revealing insights into user priorities and platform
capabilities.

Key findings include the prevalence of search functionality as the most critical feature,
followed by peer reviewing, registration, submission, and publication of conference materials.
Additionally, identifiers such as DOI and subject-specific databases like DBLP are highlighted
for their role in the accurate cataloguing and citation of academic work.

The article proposes an ontology-based approach to organise conference data, leveraging
systems like CIT Polyhedron to provide flexible data structures. This approach is a solution to
counteract predatory conferences by promoting healthy competition and ensuring structured
data entry.

5.4. Computer applications

The article “Dynamic system analysis using telemetry” by Talaver and Vakaliuk [21] provides a
comprehensive exploration of dynamic system analysis using telemetry, focusing on detect-
ing harmful architectural practices and anomalous events in distributed information systems.
It begins by highlighting the increasing complexity introduced by distributed architectures
like microservices, necessitating advanced monitoring and analysis tools to ensure system
performance and reliability.

The theoretical background section effectively contextualises the study within the evolution
of system observability, particularly emphasising the role of telemetry in providing a holistic
view of system behaviour. The discussion on the OpenTelemetry standard and its role in
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Figure 12: Presentation of paper [16].

unifying telemetry collection and analysis is informative, highlighting its significance in modern
monitoring practices.

The methods section details the approach, covering data collection, storage, and analysis. The
choice of Neo4j as the graph database management system for storing system models is justified
and the integration of telemetry data into the graph structure is well-explained. Additionally, the
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Figure 13: Presentation of paper [17].
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explanation of anomaly detection using the PCA algorithm is clear and insightful, showcasing
how statistical methods can be leveraged for identifying system irregularities.

Results are presented effectively through visualisations generated from the Neo4j database,
demonstrating the practical application of the proposed methodology. Using Neo4j Bloom to
visualise service dependencies and anomalies adds clarity to the analysis, making it easier to
identify potential areas of improvement in system architecture.

The discussion section provides valuable insights into the advantages of dynamic analysis
over static approaches and the potential for further development in telemetry-based analysis.
The comparison with existing approaches, such as New Relic, highlights the strengths of the
proposed method while acknowledging areas for future enhancement.

The article “Development of a modified genetic method for automatic university scheduling”
by Fedorchenko et al. [22] from the National University “Zaporizhzhia Polytechnic” in Ukraine
addresses the challenging task of optimising university class schedules, crucial for adequate
time and resource management in higher education.

The authors propose a modified genetic algorithm for university scheduling, aiming to
minimise conflicts and time intervals between classes while considering recommendations
for time and place. The paper outlines the development of sequential and parallel methods
for scheduling based on genetic search, incorporating adapted initialisation, crossover, and
selection operators.

A comparative analysis between classical and modified genetic algorithms is presented, con-
firming the efficiency of the proposed approach. The modified algorithm is also compared with
different operators and parameters to determine optimal conditions. The results demonstrate
effective methods for improving schedule quality and optimising the educational process.

The article provides a detailed literature review, problem statement, and mathematical model
development for university scheduling optimisation. It describes the software implementation
of the proposed modification and conducts experiments to evaluate its performance.

The article “Predictive machine learning of soybean oil epoxidising reactions using artificial
neural networks” by Sus et al. [20] presents an innovative approach to optimising the epoxidation
process of soybean oil through the utilisation of artificial neural networks (ANNs). The study
employs experimental data to construct a training dataset for the ANN, which then facilitates
the optimisation of epoxy curing reaction parameters, monitors its evolution, and refines the
epoxy product synthesis process.

The authors discuss the broad applicability of neural networks across various scientific and
technological domains, highlighting their importance in predicting outcomes, selecting optimal
conditions, and assessing quantities in chemical and biological processes. They emphasise the
significance of green chemistry and the growing importance of soybean oil epoxidation in
various industrial applications.

The experimental setup involves the epoxidation of soybean oil using a specific hydrogen
peroxide system, acetic anhydride, and a catalyst. The study explores various parameters such as
concentration of reactants, catalyst amount, temperature, and reaction time. A neural network
model is then trained using this experimental data to predict the outcomes of the epoxidation
process.

Results indicate that the neural network accurately predicts the epoxy and iodine numbers,
crucial indicators of the quality of epoxidised oils, based on the input parameters. The authors
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Figure 14: Presentation of paper [21].

demonstrate the network’s ability to interpolate experimental data to generate comprehensive
dependency graphs, even beyond the scope of available experimental data.

Moreover, the study identifies optimal conditions for maximising the epoxy number and
minimising the iodine number during the epoxidation process, showcasing the practical utility
of the neural network in process optimisation.

In conclusion, the article presents a robust methodology for optimising soybean oil epoxida-
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Figure 15: Presentation of paper [22].

tion using predictive machine learning, offering insights into reaction parameters and paving
the way for further advancements in the field. The approach holds promise for soybean oil and
other vegetable oils, expanding its applicability across various industrial processes. Overall, the
article provides valuable contributions to both the fields of chemical engineering and machine
learning.
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Figure 16: Presentation of paper [20].

The article “Software development of thermal resistance calculator for thermal insulation
parameters determines dielectric building structures” by Bazurin et al. [10] presents a detailed
review of the software development of a thermal resistance calculator named “ThermoResist”
for determining the parameters of thermal insulation in dielectric building structures. The
calculator is designed to calculate thermal resistance according to the State Building Regulations
of Ukraine, assuming that the contributions of different thermal resistance mechanisms are
additive.

The authors provide an in-depth discussion of the computational method involved, which
includes formulas and theoretical background related to thermal conductivity and thermal
resistance in dielectric materials. They emphasise the importance of accurate prediction of
thermal conductivity in construction, particularly in rebuilding efforts post-war in Ukraine.
The article also compares existing thermal resistance calculators and identifies their limitations,
leading to the development of a specialised tool like “ThermoResist”.

The functionalities of “ThermoResist” are described in detail, including modules for calculating
the thermal resistance of walls, windows, attic floors, and roof overlaps. The calculator’s
interface is intuitive, allowing users to easily input relevant data and obtain thermal resistance
calculations. The article also provides a class diagram of the program’s structure and discusses
the choice of programming language (C♯) and development environment (Microsoft Visual
Studio 2022).

In conclusion, the authors highlight the significance of digitalisation in society and the
importance of tools like “ThermoResist” in the construction industry. They emphasise that
the calculator adheres to State Building Regulations and can be beneficial for both educational
purposes and practical applications by civil engineers.
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Figure 17: Presentation of paper [10].

The article “Using the Three.js library to develop remote physical laboratory to investigate
diffraction” [12] presents a detailed examination of the process involved in designing and
developing a virtual physics laboratory focused on studying the diffraction effect. Authored
by Pavlo I. Chopyk, Vasyl P. Oleksiuk, and Oleksandr P. Chukhrai from Ternopil Volodymyr
Hnatiuk National Pedagogical University in Ukraine, the article addresses the requirements,
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framework selection, design, and implementation of the virtual laboratory.
The authors begin by outlining the importance of laboratory experiments in physics education,

highlighting their role in facilitating understanding, skill development, and critical thinking.
They also acknowledge the increasing prevalence of remote training and the need for virtual
laboratories to supplement traditional methods, mainly when practical experience is limited or
hazardous.

The article systematically discusses the criteria for selecting the appropriate development
tools, focusing on 3D graphics libraries. After conducting a comparative analysis, the authors
choose the Three.js library for its performance, ease of use, flexibility, feature set, and com-
patibility. They then describe the stages of designing and developing the virtual laboratory,
including formulating the physical problem, selecting tools, creating the laboratory model, and
implementing and testing.

Detailed explanations accompanied by code snippets illustrate the creation of the virtual
laboratory components, such as scene objects, lighting, cameras, and interactive controls. The
authors emphasise the importance of accurately simulating the diffraction phenomenon and
providing students with tools for measurement and analysis, ensuring a realistic and educational
experience.

The virtual laboratory developed using Three.js allows students to observe diffraction patterns,
measure distances, and calculate wavelengths, mimicking real-world experimental setups. The
article discusses integrating features such as dynamic screens, rulers, and colour filters, providing
students with a comprehensive learning environment.

Finally, the authors compare the results obtained from the virtual laboratory with those from
natural experiments, demonstrating the accuracy and effectiveness of the virtual simulation.
They also acknowledge limitations such as hardware requirements and outline future research
directions, including collaboration features and integration with learning management systems.

6. CS&SE@SW 2023: Conclusion and outlook

The 6th Workshop for Young Scientists in Computer Science & Software Engineering (CS&SE@SW
2023) has once again demonstrated its commitment to fostering the growth of emerging re-
searchers and providing a platform for exchanging innovative ideas and early research findings.
The diverse range of papers presented at this year’s workshop showcases the breadth and depth
of the research undertaken by young scientists, covering various topics within computer science
and software engineering.

The vision of CS&SE@SW 2023 has been to create an expert environment where young
researchers can present and discuss their cutting-edge work, receive valuable feedback from
peers and experienced academics, and establish collaborations that transcend geographical
boundaries. The workshop has proven to be a nurturing ground for developing research skills,
critical thinking, and the dissemination of knowledge.

The proceedings of CS&SE@SW 2023 reflect the multifaceted nature of the challenges and
opportunities that lie ahead in the rapidly evolving fields of computer science and software
engineering. From exploring emerging technologies such as telemetry, graph theory, and
machine learning for optimising distributed systems and detecting anomalies to investigating
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Figure 18: Presentation of paper [12].

acoustic surveillance techniques for UAV detection and employing genetic algorithms for
university scheduling, the contributions showcased in this volume demonstrate the remarkable
diversity and ingenuity of the research community.

Furthermore, the workshop has delved into software reliability assessment, user experience
research in cross-platform application development, virtual physics laboratories, and Python
learning game applications, underscoring the importance of interdisciplinary approaches and
the fusion of theory and practice.

Looking ahead, CS&SE@SW 2023 has laid the foundation for future collaborations, fostering
a spirit of curiosity, innovation, and critical inquiry among young scientists. The insights and
findings presented during the workshop will undoubtedly catalyse further exploration, igniting
new avenues of research and propelling the fields of computer science and software engineering
towards new horizons.

As we conclude this successful edition of the workshop, we extend our gratitude to all the
authors, delegates, program committee members, and peer reviewers who have contributed
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to its success. Their invaluable efforts and commitment have ensured the high quality and
relevance of the presented work, further elevating the standards of academic excellence.

We look forward to the next instalment of CS&SE@SW, scheduled for December 20, 2024, in
Kryvyi Rih, Ukraine. This future gathering promises to be an even more enriching and thought-
provoking experience, where emerging talents will converge to share their latest discoveries,
engage in stimulating discussions, and forge lasting connections that will shape the future of
these dynamic and ever-evolving fields.
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An approach to assessing the reliability of software
systems based on a graph model of method
dependence
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Abstract
The paper deals with one of the main software development tasks, namely, the research of one of its main
quality criteria - reliability. The analysis of recent studies of the subject has shown that architecture-based
software reliability assessment methods are more informative and adequate. However, their accuracy
in many cases will depend on the complexity of the software architecture. The authors of the paper
propose an approach to assessing the reliability of software systems based on a graph model of method
dependency. This approach includes elements of structural analysis of the source code of the system
under study in order to build method dependency graph to assess its reliability based on stochastic
reliability indicators of each method. The overall reliability calculation takes into account the complexity
of the software system. Based on this approach, an intellectualized system for assessing the reliability
of software systems with different architectures has been developed and tested on the example of two
systems of different complexity.

Keywords
software system, reliability, evaluation, stochastic indicators, graph model, probability

1. Introduction

In today’s world, software has become an integral part of many areas of our daily lives, from
ensuring the efficient operation of businesses to creating comfort for individuals. The devel-
opment market is also rapidly changing and adapting to meet the growing demand for new
software. And the key aspects of these changes are, first of all, the desire to increase the speed
of program development and reduce the final price of the software product.

It is well known that high quality software is an integral part of a successful product. However,
even with a fairly slow development pace, developers often make mistakes that lead to serious
problems, affecting security, reliability, and user satisfaction, not to mention development in a
short time. That is why ensuring the high quality of a software product is one of the main tasks
that must be solved at the development stage [1].
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From the point of view of reducing the cost of development and shortening its time, it is
important to identify mistakes as early as possible since in iterative development, the complexity,
and as a result the cost of mistake fixing, increases over time, and the probability of fixing it
correctly (without introducing new mistakes) decreases [2]. On the other hand, almost all large
software products are too complex to contain no mistakes at all. Considering mentioned above,
the development task is not to guarantee the absence of mistakes, but to maintain a balance
between the conditional reliability of the final software system and the costs at all development
stages.

All existing software reliability assessment methods can be divided into three categories
[3, 4]:

• black box reliability models;
• software metric based reliability models;
• architecture-based reliability models.

The first two categories are technically not reliability evaluation methods, but rather failure
prediction methods, as they are based on the paradigms of increasing reliability and failure rate
distribution over time. Since the probability of failure for software systems does not directly
depend on the operating time [3], such an estimate is rather inaccurate. The third type of models
is a more attractive alternative to the previous ones, as it clearly links program reliability to
component reliability, which makes it easier to identify components that are critical in terms of
reliability. In addition, these methods can be used for early program reliability assessment [5].

The analysis of available architecture-based reliability models has shown that they are
either too complex to be used by ordinary programmers [5], or use entire software modules as
architectural units [6, 7], which has a negative impact on accuracy.

The purpose of this paper is to develop an approach that would allow automated assessment
of the reliability of software systems without the need to calculate and validate auxiliary
coefficients. In addition, this approach is an attempt to move away from the rather traditional
strategy of adapting hardware reliability methods to assess software systems.

2. Problem statement

To solve the problem of assessing the reliability of software systems, a number of reliability
models are currently used [8]. However, all of these models are partially or fully based on
models for assessing the reliability of hardware systems with minor changes, so they contain a
number of simplifications and assumptions, which significantly limits the possibility of their
application with real software products.

The difference between software and hardware systems is that in software systems, the
probability of detecting an error does not directly depend on time, since if a static set of data is
input, the program will work without fail indefinitely. This leads to the fact that expressing
reliability in terms of time between failures evaluates the tester’s qualifications rather than the
actual reliability of the program.

Although mistakes are related to the concept of reliability, they cannot be a unit of mea-
surement of reliability by themselves because, even when divided by the number of structural
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elements of the program, they do not characterize the ability (or inability) of a software product
to convert a set of input data into the expected result of execution. In addition, the number of
mistakes in a program does not directly affect reliability, since:

• the result of observing the system is a failure, while the mistake remains hidden;
• failure can be caused by several mistakes simultaneously;
• mistakes can compensate each other in a way that after correcting one of them, the

number of failures increases;
• some mistakes can be manifested only in the case of input data set that is impossible or

extremely unlikely to be generated under real operating conditions;
• some mistakes lead to a false result regardless of the input data, so in fact, one mistake

can cause zero program reliability.

3. Description of the proposed method

A flowchart of the approach to assessing the reliability of software systems based on a graph
model of method dependence is shown in figure 1.

Figure 1: Flowchart of the approach to assessing the reliability of software systems based on a graph
model of method dependence.

So, the first step of this approach is “Program source code analysis”, the purpose of which is
to break down the program system as a whole into smaller structural elements – methods. To
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evaluate the reliability of such a system, we use a graph model [9] in which the vertices of the
graph are methods, and the edges are the links between these methods in the program under
study. Figure 2 shows an example of such a graph model for a software system consisting of
four methods.

Figure 2: Graph model of the program consisting of four methods.

This oriented graph contains 6 vertices, four of which are responsible for methods, and
another two are dummy vertices representing points of entry to and points of exit from the
program code.

The values 𝑃1, 𝑃2, 𝑃3 and 𝑃4 are the probabilities of failure-free operation of the correspond-
ing methods, and 𝑝(𝑖, 𝑗) are the probabilities of invocation of the 𝑗-th method from the body of
the 𝑖-th method.

The probability of failure-free operation of each method is calculated as the ratio of the number
of its invocations that caused an exception throwing to the total number of method invocations.
The transition probabilities are calculated in proportion to the number of invocations to nested
methods from the body of the 𝑖-th method, so that the sum of all transition probabilities from
the body of the 𝑖-th method is one (1):

𝑗𝑚𝑎𝑥∑︁
𝑗=𝑗𝑚𝑖𝑛

𝑝(𝑖, 𝑗) = 1 (1)

These probabilities are calculated by performing the following steps of the proposed approach,
namely “Creating ‘Breakpoints’ for all available methods”, “Executing the program” and “Parsing
the log, determining the transition probabilities and the probability of failure-free operation of
the methods”.

The next step of the approach is “Building a graph model of a software system”. First of
all, a transition probability matrix 𝑃1 with dimension 𝑚×𝑚 is constructed, where 𝑚 is the
number of vertices in the graph. In this matrix, the value of the element 𝑃 (𝑖, 𝑗) is the value of
the probability of the corresponding transition between the corresponding methods, i.e. 𝑝(𝑖, 𝑗).
If there is no relationship between the corresponding methods, then zero is written in place of
the corresponding element. The next step is to calculate the matrix 𝐺, for which the 𝑗-th row
of the matrix 𝑃 is multiplied by the probability of failure-free operation of the 𝑗-th method (for
dummy vertices, this parameter is equal to one).

40



Finally, it is necessary to calculate the matrix 𝑇 , which in the case of an acyclic graph is
calculated using formula (2).

𝑇 = 𝐼 +𝐺+𝐺2 + · · · +𝐺𝑚 (2)

And in the case of non-acyclic, by formula (3).

𝑇 = (𝐼 −𝐺)−1 (3)

The probability of failure-free operation of the software system under test, which is calculated
at the last step of the approach, is the value of the element 𝑇0,𝑚−1 of the matrix 𝑇 .

4. An example of application of the proposed approach for
assessing the reliability of a software system based on a graph
model of method dependence

To illustrate the implementation of the proposed approach for assessing the reliability of a
software system based on a graphical model of method dependency, the reliability assessment
of a simple program has been illustrated, the program code of which is shown in figure 3.

Figure 3: Source code of the program under test.
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For the convenience of visual demonstration, all methods of a software system are located
in the same class, but the proposed approach will work even if all methods belong to different
classes.

To emulate the presence of mistakes, conditional statements have been added to the bodies
of methods that throw exceptions of the NumberFormatException type at certain values
of the iterative variable 𝑖. The linkage to the iterative variable was made solely in terms of
repeatability of results for ease of testing. Building a graph model is started here by creating
a methods invocation tree. The tree structure of the program under study in JSON format is
shown in figure 4.

Figure 4: Structure of the program under study in JSON format.

As figure 4 shows, the program’s structural model contains the “location” field, meaning that
this approach will work correctly with methods of the same name located in different classes.

To estimate the number of method executions and the number of failures, Intellij Idea’s debug
mode is applied to make it log all entries into the methods and all exceptions thrown [10].
‘Breakpoints’ settings are shown in figure 5.

The log contains all the information necessary for further analysis. After processing this
data, we can calculate the probability of failure for each method. The results of the calculations
are shown in table 1.

Using the information from table 1, we can build a graph model of the system under study, as
illustrated in figure 6.

As it can be seen, the graph shown in figure 6 does not contain cycles, so calculations will be
performed by using formula (2). The graph contains seven vertices, so the matrices 𝑃 , 𝐺 and 𝑇
will be of dimension 7× 7. Figure 7 shows the values of all matrices.

As noted above, the probability of system’s failure-free operation is determined by the element
𝑇0,𝑚−1 of the matrix 𝑇 , since in our case 𝑚 = 7, then 𝑇0,𝑚−1 = 𝑇0,6 = 0.93

42



Figure 5: ‘Breakpoints’ settings.

Table 1
Log analysis results.

Method Number of invocations Number of failures Probability of
failure-free operation

calculateSomething() 2 147 483 647 23 798 952 0.9889
generateDividend() 2 147 483 647 102 261 126 0.9524
genRandomValue() 613 566 756 18 592 932 0.9697
getConstantValue() 1 431 655 765 15 070 061 0.9895
generateDivisor() 2 011 559 528 0 1

Figure 6: Graph model of a software system.

Figure 7: The values of the matrices 𝑃 , 𝐺 and 𝑇 .
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Test program whose code is shown in the figure 1 is simple and contains only one entry point.
It was made intentionally to be able to check calculations results using traditional methods.
According to the fundamentals of reliability theory [11], the probability of system failure is
defined as:

𝑃 (𝑡) = 1− 𝑛(𝑡)

𝑁0

where 𝑁0 is the number of elements at the beginning of the test and 𝑛(𝑡) the number of elements
that failed during the time interval 𝑡.

As it can be seen, program invokes the calculateSomething() method 2 147 483 647
times (Integer.MAX_VALUE). The number of application failures in this case would be equal
to the total number of generated exceptions. Using the data from Table 1, system’s failure-free
operation probability can be calculated as:

𝑃 = 1− 23 798 952 + 102 261 126 + 18 592 932 + 15 070 061 + 0

2 147 483 647
=

=
159 723 071

2 147 483 647
= 0.9256

As it can be seen, the results match, which indicates that proposed approach works correctly.

5. An example of using the method for more complex systems

Now let’s apply the proposed method to measure the reliability of a more complex program.
The class diagram of the test program is shown in the figure 8.

Figure 8: Test application class diagram.

This program is a web application that was created using the Spring framework. The program
contains 7 classes and 11 methods and 2 entry points – the first is implemented through the
controller, and the second through the task scheduler.

As in the previous example, we will get information about the number of method invocations
and errors that have occurred by parsing the log. Structured data are shown in table 2.

As it can be seen, there are three methods createFolder() in the source code of the
program, but they were separated by the model and processed correctly. Figure 9 shows a
graphical model of the system under study, built using data from table 2.
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Table 2
Method invocation statistics.

Method
Number of
invocations

Number of
failures

Probability of
failure-free
operation

MainController.createFolder() 1 000 0 1
scheduleFolderCreation() 1 000 0 1
TaskExecutionService.createFolder() 3765 0 1
fsAvailable() 3765 35 0.991
postpone() 333 5 0.985
save() 328 2 0.993
FileSystemService.createFolder() 1074 75 0.93
delete() 326 1 0.997
executePostponedTasks() 114 0 1
retriveAllTasks() 114 2 0.982
execute() 2768 13 0.995

Figure 9: Graph model of a software system under study.

Since graph contains 13 vertices, matrices 𝑃 , 𝐺 and 𝑇 will be of dimension 13×13. Figure 10
shows the values of all matrices.

As in the previous example, the probability of system’s failure-free operation is determined
by the element 𝑇0,𝑚−1 and therefore 𝑇0,𝑚−1 = 𝑇0,12 = 0.97.

From the perspective of model performance, parsing log files turned out to be the most
difficult task, as expected. Since the sizes of the logs in the first and second examples differ
significantly, it would be more appropriate to compare the time spent on calculations. The time
to calculate the matrices for the first and second examples was 2.2ms and 3.6ms, respectively. In
general, the calculation time (including log parsing) did not exceed 50ms in both cases. Taking
this into account, it can be concluded that the proposed model can calculate reliability indicators
for much larger software systems in an acceptable amount of time.
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Figure 10: The values of the matrices 𝑃 , 𝐺 and 𝑇 .

6. Conclusions

To test the proposed approach, it was implemented as an plug-in for integrated development
environment Intellij Idea which could measure the reliability of programs written in Java. With
minor changes, it can be adapted to work with code written in any object-oriented programming
language. The objective was to develop an approach that would make it possible to evaluate the
reliability of both – the entire software system and its specific modules at the testing stage. Upon
testing completion, reliability indicator is calculated, which could be used to make decisions
about the feasibility of further program improvement.

The example shows the effectiveness of this approach. The developed intellectualized system
based on the proposed approach can be used to assess software systems reliability of any
complexity and architecture.
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Abstract
The article discusses the features of implementing ERP (Enterprise Resource Planning) based on the AIM
(Application Implementation Method) methodology. The process of implementing an IS (Information
System) is described, taking into account many years of practical experience and developments in the
countries of Eastern Europe. Features of individual stages of ERP implementation, problems of their
implementation and recommendations on possibilities of solving the problem are considered. A survey
of experts from various technical fields was conducted on the main problems of IS implementation,
their conclusions were analyzed, taken into account and agreed upon. An experiment was carried out
to analyze complex solutions using the T. L. Saaty method, consistency indices have been calculated.
Special attention is paid to the preparation of project documents, the study and understanding of which is
necessary for Professional Junior Bachelors, since these employees will be involved in the implementation
of the ERP system at the enterprise on the part of the customer. Their main responsibilities will be
directly related to the description of existing business processes and the results of implementation depend
on the quality of their work.

Keywords
Application Implementation Method, Enterprise Resource Planning, information system, information
system implementation methodologies, software maintenance, software requirements, business process
modeling, learning technologies, Professional Junior Bachelor

1. Introduction

The development of ERP (Enterprise Resource Planning) systems implementation methodology,
their study, and analysis is an important and relevant direction in the field of enterprise man-
agement. The methodology, first of all, depends on the complexity of the implementation of the
ERP system, which can radically change the organization, including the processes, structure,
technologies and culture of the company. Methodology studies help to understand the com-
plexity of these changes and provide recommendations for their successful implementation,
mitigate resistance, and ensure successful adaptation of personnel.

Secondly, research allows us to develop new or optimize existing methodologies to ensure
maximum efficiency in using the ERP system, taking into account the specifics of the industry
and business. Methodologies can help the adoption and use of new technologies such as
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artificial intelligence, data analytics, cloud computing, etc. Research helps determine how these
innovations can be integrated into the enterprise management system.

Thirdly, due to the use of methodologies, risks such as budget overruns, delays in deadlines,
data loss, etc. are significantly reduced.

Methodology research helps identify such potential risks and propose strategies to reduce
them. Only the effective implementation of ERP systems can increase the competitiveness of an
enterprise, providing better resource management, increased productivity and improved quality
of decision-making. Therefore, the study of the methodology for implementing ERP systems
remains relevant in order to cope with the challenges associated with enterprise management
in today’s dynamic business environment.

An ERP system is software that integrates and automates various business processes in an
organization and helps manage company resources.

Researchers are actively investigating various implementations of ERP systems, both in com-
mercial organizations and integrator companies. They not only draw on the conceptualization
of multiple theories based on technology acceptance and innovation diffusion models, but also
consider the policy implications of fully implementing and using ERP to achieve company
goals [1]. Separate works are devoted to identifying factors that predict the adoption and
implementation of ERP systems in developing countries [2]. Much attention is paid to creating
for effective, practical IS implementation plans. Comprehensive principles are developed using
a conceptual research method based on the study of literature on the integration of various
concepts, project management at different organizational levels and strategic directions [3].

Some authors go deeper into analyzing the errors of individual projects. For example, Menon
[4] examined the critical problems of implementing an ERP system based on the results of a
qualitative study of one specific project with an analysis of all project documents. Ivanović and
Marić [5] described the concept and content of digital business transformation and the impact
of modern digital technologies on IS.

The decision about the implementation of information systems can be made on the basis
of mathematical techniques, which represent a convenient and universal basis for modeling
multi-criteria assessment of alternatives and deducing final priorities [6, 7]. Researchers closely
monitor the volume and efficiency of customization of ERP systems [8] in order to avoid
exceeding the budget and deadlines for developing new and tuning existing IS functionality. A
lot of attention is paid for post-project work, exchange of knowledge and experience, which
plays a central role in the development of enterprise software [9]. Specific sociotechnical
measures that lead to sustainable and successful operation of an ERP system throughout its life
cycle are discussed.

From a technical point of view, there are also studies focusing on architectural issues, such
as the description of a three-dimensional design to evaluate the integration modules of the IS
obtained from a sample of 68 ERP module implementations [10]. The relationship between the
integration of each ERP module and the efficiency of business processes is assessed.

Based on the analysis of factors and causes of failures of IS integration, continuous work is
being carried out to create new implementation models and expand existing ones [11]. But it
should be noted that in the vast majority of the cases we are talking about complementing the
existing methodology and using best practices in the field of project management and software
engineering.
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The purpose. This article describes the general plan for implementing an ERP system in
Ukrainian realities based on the universal Oracle AIM methodology. Recommendations for
using the software are given. The implementation features of each stage of the project are
analyzed based on practical experience.

2. Selection of methods and diagnostics

As a rule, each ERP system developer company provides a methodology for implementing its
system. Let’s consider the methodology for implementing Oracle AIM products, which has
been used for more than 20 years by information system integrators, and not only Oracle. AIM
(Application Implementation Method) is actually a set of interconnected document templates
that defines the business needs of an enterprise at the beginning of a project and manages them
throughout the implementation process, recording all actions in documents. AIM divides the
project into six phases [12] (figure 1):

1. Definition – determination of project resources, budget, charter, team, business needs,
selection of system and architecture.

2. Operation Analysis – comparison of standard functionality and business requirements,
identifying gaps and finding solutions to them.

3. Solution Design – development of detailed design to cover business requirements.
4. Build – performing system customizations, testing, data conversion, cross-system testing.
5. Transition – deployment of the system in the enterprise, training and testing by users.
6. Production – implementation of an information system and support.

Figure 1: Six Project Phases.

There are 11 processes within the phases, which consist of documents [12]. Below is a list of
documents for each of the 11 processes [12]:

1. Business process architecture (BP) (figure 2) – at this stage, a description of existing
business practices, a catalog of changes, advanced and future practices is carried out.

2. Business requirements Definition (RD) (figure 3) – initial basic survey and collection of re-
quirements, identification of business needs that should be covered by the implementation
project.

3. Business Requirement Mapping (BR) (figure 4) – mapping future business requirements
and standard information system capabilities to identify gaps.

4. Application and Technical Architecture (TA) (figure 5) – description of infrastructure
requirements for the implementation of an information system, reflection of the business
vision.
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Figure 2: Business process architecture. Figure 3: Business requirements Definition.

5. Module Design and Build (MD) (figure 6) – development of new customizations, describes
in detail the design of the necessary forms, reports, alerts, database triggers, etc., which
must be designed, created and tested before moving to a new system.

6. Data Conversions (CV) (figure 7) – data conversion, transformation or transfer of data
from a previous system to a new information system.

7. Documentation (DO) (figure 8) – documentations for each module, including user manuals
and implementation guides.

8. Business System Testing (TE) (figure 9) – the process of testing settings and customisations
and standard functionality of the new system.

9. Performance Testing (PT) (figure 10) – stress testing (assessing transaction persistence
time, transaction search time, workflow background processes, database performance,
etc.).

10. Adoption and Learning (AP) (figure 11) – description of the reasons for the transition
to a new system throughout the enterprise and assessment of the effectiveness of this
transition.

11. Production Migration (PM) (figure 12) – a description of the decommissioning of the
previous system and the implementation of the new one.

In order to evaluate the methodology of implementation of Information Systems at Commer-
cial Enterprises, an expert evaluation was conducted.

The experts answered the following questionnaire questions:

1. Should the introduction of ERP into an enterprise take place with the participation of an
integrator company?

2. Should the company dedicate trade secrets to the integrator and reflect such information
in business process maps?

3. Can commercial enterprises fully adopt cloud technology?
4. Should the implementation of ERP in an enterprise (launch of all modules into commercial

operation) last no more than three years?
5. Can an enterprise use ERP that is more than 10 years old?
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Figure 4: Business Requirement Mapping. Figure 5: Application and Technical Architecture.

Figure 6: Module Design and Build. Figure 7: Data Conversions.

6. Should company employees who participate in the implementation of IS be allocated fully
to work on the project?

7. Should the company’s top management be directly involved in the project? Participate in
meetings and make decisions on open issues?

8. Is it possible to provide on-the-job training to employees on the new IS?
9. Whether enterprise employees who do not belong to the project team can take part in

testing the new IS?
10. Can artificial intelligence be involved in the implementation of IS?
11. Can modern IS support the adoption of machine learning methods and models?
12. Is there a risk of lack of professional growth of the company’s employees and even

degradation in case the implemented IS will take over the majority of current operations
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Figure 8: Documentation. Figure 9: Business System Testing.

Figure 10: Performance Testing. Figure 11: Adoption and Learning.

and user activities?

Answers to questionnaire questions are given on a scale from 1 to 10 points, where 1 is the
lowest value and 10 is the highest value.

Consistency of experts’ opinions was determined using the T. L. Saaty method [6]. Consistency
Index (CI) was calculated according to formula (1) [6]. Consistency Ratio (CR) was calculated
according to formula (2) [6].

𝐶𝐼 =
𝜆𝑚𝑎𝑥 − 𝑛

𝑛− 1
, (1)

where 𝜆𝑚𝑎𝑥 is the maximum eigenvalue of the matrix, 𝑛 is the number of compared elements.
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Figure 12: Production Migration.

𝐶𝑅 =
𝐶𝐼

𝑅𝐼
, (2)

where RI (Random Index) determined according to the Random Index table [6].

3. Results and discussion

The implementation of a new ERP system at an enterprise is a long-term, scrupulous process,
the success of which is determined by the correct choice of the ERP system and the organization
of the implementation process itself by project management. It requires careful planning,
cooperation of all stakeholders and constant monitoring.

We will describe in more detail general stages of ERP system implementation:

1. Preparation and planning.
1.1. Determining goals and needs, it is necessary to clearly understand what tasks and

problems the ERP system should solve, what processes to cover, how the new system
will be better than the previous one, what architecture the new ERP system will
have.

1.2. Creating a project team is an extremely responsible process. When creating a project
team, it is necessary to carefully and individually approach the selection of technical
and business architects, administrators, business analysts and developers. It is
important to think through future communication with business process owners.

1.3. Development of a project plan, a competent detailed implementation plan, determi-
nation of resources, budget and deadlines are the key to the future success of the
project.

2. Selecting an ERP system.
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2.1. Market analysis. It is necessary to study the global ERP systems market, find out the
capabilities of each system, its architecture, support and updates. Understand how
the best global practices that ERP systems provide can help an enterprise increase
efficiency and solve existing problems.

2.2. The choice of an ERP system supplier is determined by the package of services
provided, its experience and name in the market.

2.3. Selecting a consulting company that will be involved in implementation and/or
consulting. This point can significantly speed up implementation, help with design
and bring new practices to the company. The integrator company may provide
support for the ERP system in the future.

3. Design.
3.1. Determining the general architecture of the ERP system, modules used, internal and

external integrations and interfaces, creating an implementation plan.
3.2. Configuration is the setting of an ERP system in accordance with the needs of the

company’s business processes.
3.3. Creating requirements is documenting improvements or changes to the standard

functionality of an ERP system to support current company practices that cannot
be changed. This could also include changes to the user interface, integration with
other applications.

3.4. Creating a project library that should be easy to use and update. All project docu-
mentation should be structured and stored in one place.

4. Development and testing.
4.1. Programming and settings of the ERP system, in accordance with paragraphs 3.2,

3.3.
4.2. Testing of completed settings and improvements, including functional, integration,

stress and user testing.
5. Training and support.

5.1. Personnel training and preparation of user documentation.
5.2. Starting the system. Determined by the implementation option – “big bang” or

phased implementation. Obviously, the second option is safer and more reliable for
complex multi-module systems.

6. Analysis and optimization.
6.1. Monitoring, analysis and evaluation of the ERP system are daily mandatory work,

the key to the reliability of the system’s functioning.
6.2. Optimization and regular analyzes can significantly improve system performance

and efficiency.
7. Support and update.

7.1. Technical support should be 24/7, and user support should cover all business hours
of the enterprise.

7.2. Updates. Technical specialists and business analysts must monitor ERP system
updates and support ongoing changes in the company’s business processes.

55



Figure 13: The time costs of implementing a new ERP system.

Time costs of implementing a new ERP system are displayed approximately as shown in the
figure 13.

Using a list of documents for each of the 11 processes, you can use it to understand the
essence of the documents (see figures 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12). Usually the necessary
set is selected at the beginning of the project. There is no need to use the entire library. It
is important to select significant documents for the current project, taking into account its
complexity, timing, volume, etc. There is no need to create documents for the sake of filling the
project library. The entire project team must clearly understand the list of project documents,
documents purpose, and who is responsible for their creation.

There are no uniform standards for project activities when implementing ERP systems in
Ukraine. Different software are used. Typically, project management determines the software
used, guided by pragmatism, the complexity of the project and the level of the project team.

For communications, as a rule, an application is selected that has historically taken root in
the enterprise. Because almost all departments of the company will be involved in the project
to one degree or another. This could be Skype, Teams, Viber, Meet and others. It is desirable
that the communicator program supports conferences and screen sharing.

The most popular tool for project management is Microsoft Project. It allows you to create
detailed project plans, including tasks, dependencies, timelines, resources and budget. It is
possible to use Gantt graphical tools to visualize the schedule of tasks and the dependencies
between them. The program provides tools for assigning and managing project resources such
as employees, equipment, and materials. It is convenient for a project manager to track the
completion of all project tasks in Microsoft Project. The program also supports the ability to
create reports and analytical information about the project. There is the possibility of integration
and exchanges with other products.

Jira is often used for comfortable interaction between project team members. It is a popular
project management system developed by Atlassian. Jira was originally created to track and
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manage tasks in the software development industry. But then Jira has become used in various
fields for project and task management.

The project library often chosen is Confluence, a modern collaboration and content manage-
ment platform also created by Atlassian. Confluence is designed to facilitate shared work within
teams by providing tools for creating, organizing and discussing different types of content.
Confluence is a wiki-like environment where users can create and edit pages, making it easy to
create documentation, instructions, notes, and other types of content.

Also often used on a project are Microsoft Word, Excell, both documentation formats and
attachments for Jira, Confluence. Microsoft Visio is used as a graphic editor to illustrate business
processes and diagrams, and for more advanced teams Visual Paradigm, which provides a high
level of visualization and project management.

The implementation of an ERP system at any enterprise in Ukraine, as well as throughout
the world, is a “revolution” in a commercial organization. Not only all catalogs, components,
modules, interfaces, analytics of the existing information system are obtained and revised, but
also the structure of the organization, areas of responsibility of departments, and functional
responsibilities of employees. The future of the company, not only its efficiency, but also its
existence depends on how correctly and efficiently the redesign and implementation of the new
information system is carried out.

The main difficulty in implementing an ERP system is the “historically” established processes,
the “zoo” of applications and, as a rule, the complete or partial lack of documentation, ranging
from user instructions to regulations. A small circle of top-level persons has comprehensive
information about the company structure. These employees are often busy and do not express
a desire to fully participate in the implementation. And the absence of a business supervisor or
lack of control on the part of business process owners leads to design errors and violation of
project deadlines.

Often, the implementation of ERP systems is carried out by consulting companies specializing
in certain software products. It is better to design and configure an information system with
specialists from such a company, who will not only professionally assess the effectiveness of the
existing infrastructure, but will also bring internationally recognized practices to the company’s
work.

Creating an internal company team for the implementation of an ERP system and its fruitful
cooperation with the implementing company’s team is the most important key to the success
of the future project. It is necessary to carefully select the company employees who will take
part in the project, determine their degree of involvement and roles. Full allocation of staff
to participate in the project is a priority. First of all, it is necessary to find an experienced
project manager, functional and technical architect who will participate in the selection of
third-party employees with implementation experience, industry knowledge, business analysis
and interviewing knowledge.

The first important significance of implementing a new information system is the revision,
audit and cleaning of existing directories, which over the years, or even decades, of the company’s
operation have accumulated a lot of “garbage” and outdated data, which directly affects the
system’s performance and analytics capabilities.

In second place is putting things in order in architecture. It is no secret that many companies
use self-written software, and often the documentation and employees who were at the origins
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of its development are no longer available. The unified architecture of the new ERP system, its
individual standardized modules with ready-made interface solutions will significantly simplify
the administration and security of the company.

General practices that an implemented information system can bring are often sabotaged
by staff due to reluctance to master new processes and move away from the “historically”
prevailing circumstances in the company. The participation of the company’s management in
the implementation process is a prerequisite, because a new information system is not a new
user interface, it is a new and changed business processes.

The implementation of a new ERP system takes place in parallel with the creation and filling
of a project library, which, according to the AIM implementation methodology, contains a
description of all the company’s business processes, settings, improvements and documentation
of changes made. The library of modification specifications will help you understand the coding
in the future if you need to make new changes. And a library of user instructions will allow
you to avoid gaps in the knowledge transfer to new employees. A description of the settings
will help you customize the system more efficiently and avoid desynchronization of modules
and loss of efficiency.

The main work when implementing a new IS falls on the business analysts, who must not only
describe new business processes in detail and accurately, find “gaps” between the company’s
existing work processes and the capabilities of the new IS, but also perform reengineering –
optimize and rebuild the current ones company practices to improve business efficiency. It
is very significance that all company employees from different departments involved in the
implementation can correctly describe their functional responsibilities and then understand
and approve the new or changed workflow being presented. Often the information is provided
in graphical form, so understanding the order of steps, branches, responsible persons, systems,
modules and interfaces is necessary for all owners to understand the company’s business
processes.

Administration and development of changes to the ERP system can be outsourced. But if the
company has found and can afford highly qualified technical specialists, then this option will
be a priority.

One of the most important project document according to any implementation methodology
is the requirement – a functional design document that describes how this or that functionality
should look like in the new system. This document is the basis for further development by the
technician and writing of user documentation. A functional design document is a common
product of the work of the implementation team employee and the company employee who is
the owner of the process.

To successfully create a functional design document you must:

• carefully study and describe business requirements;
• develop in detail new or change existing user forms, technical procedures, reports, etc.;
• understand how new changes will affect related processes;
• develop a pool of reports that the employee, the process owner, may need when imple-

menting these changes;
• describe the technical approach that the developer must follow when performing this

modification and accept it with the technical architect;
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• discuss the design document with analysts and key users;
• obtain approval from the customer.

When preparing documents, all project team members must adhere to the following principles:

• readable, convenient and uniform format;
• compliance with the principles of documentation – maintaining the version of documents,

dates of creation/change, indicating the owner, reviewer, approver in all documents;
• it is necessary to avoid nesting other files in Word, Excel, PowerPoint, etc. formats into

documents;
• the presentation of information should be understandable both functionally and techni-

cally for process owners;
• it is necessary to maintain a register of open/closed questions for each document;
• flowcharts in documents should clearly reflect the client’s business flow;
• avoid providing internal intranet URLs, etc. for references;
• all documents must be signed by the client and the head of the company department.

In the process of the research, a survey of specialists in various technical fields was con-
ducted regarding the main problems of IS implementation. The experts were Project Manager,
Functional Architect, Technical Architect, Senior Business Analyst, Business Analyst (two),
Developer, Commercial Director, Head of Department (two). The results of experts’ answers to
questionnaire questions are presented in a table 1 and visualized using a bar chart (figure 14).
“Expert” is marked as “E” in the table.

Table 1
The results of experts’ answers to questions.

Question number E 1 E 2 E 3 E 4 E 5 E 6 E 7 E 8 E 9 E 10 The sum

Question 1 10 10 10 10 10 10 9 10 10 9 98
Question 2 9 8 9 9 9 9 7 10 7 6 83
Question 3 8 10 9 9 10 10 10 10 8 7 91
Question 4 6 7 6 7 6 6 8 8 9 10 73
Question 5 8 6 8 8 9 9 8 9 8 9 82
Question 6 9 10 10 10 10 10 10 10 7 9 95
Question 7 6 7 8 8 8 7 9 9 10 10 82
Question 8 10 10 10 10 10 10 10 8 9 10 97
Question 9 10 10 10 10 10 10 10 10 10 9 99
Question 10 10 10 10 10 10 10 10 10 8 9 97
Question 11 10 10 10 10 10 10 10 10 9 9 98
Question 12 8 9 10 9 10 9 9 9 6 6 85

According to the method of T. L. Saaty, tables of pairwise comparison of experts’ answers to
questionnaire questions were constructed and analyzed, Consistency Index (CI) (formula 1),
Consistency Ratio (CR) (formula 2) were calculated. According to the tables [6], the RI was
determined, for n=10 its value is RI=1.49. The values of CI and CR for each question of the
questionnaire are given in the table 2.
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Figure 14: The total number of points awarded by experts to each question.

Table 2
The results of experts’ answers to questions.

Indexes Q 1 Q 2 Q 3 Q 4 Q 5 Q 6 Q 7 Q 8 Q 9 Q 10 Q 11 Q 12

CI 0.00 0.01 0.02 0.01 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.01
CR 0.00 0.01 0.01 0.01 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.01

According to the values of CI and CR, which are presented in the table 2, it can be concluded
that the experts’ opinions about each question of the questionnaire coincide, since they do not
exceed 0.2 and 0.1, respectively.

4. Conclusion

The development of information systems of commercial enterprises in Ukraine is not much
different from global trends, although there is a lag, especially in the field of forecasting and
auto orders. Retail companies effort to create a single digital space that unites online and offline
sales channels, and e-commerce continues to develop and improve. Analytical systems are
beginning to be actively used, but for strategic purposes, although artificial intelligence and
machine learning technologies are not yet in demand. Much attention is paid to security and
cyber defense, especially during martial law. A cautious trial of cloud platforms is beginning.
Increased attention is paid to customer self-service capabilities, focusing on creating more
convenient and personalized user interfaces both in online stores and in offline points of sale.
There are implementations of robotic systems and process automation in stores and supply
chains.

Environmental sustainability is observed – retail companies are increasingly paying attention
to environmental issues, in information systems this can manifest itself in accounting and
optimization of energy consumption, packaging management, etc.
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It can be assumed that the development of Ukrainian retail and the implementation of
information systems in this industry will develop dynamically and follow global trends.

This work extends the existing Oracle AIM methodology with practical experience and advice
gained from several projects and potential common problems that haunt most ERP system
implementation projects in Ukraine. Special attention is paid to the preparation of functional
design project documentation.

Experts from different technical fields were surveyed on the main problems of IS imple-
mentation. The experiment of analyzing complex solutions using the T. L. Saaty method was
performed, and consistency indices were calculated. The analysis of the results of the survey of
experts showed that their opinions regarding the answers to the questions of the questionnaire
are consistent.

The work can be used as a basis for the preparation of a specialized course on the basics of
implementing information systems in commercial enterprises for Professional Junior Bachelors
in the field of management and administration. These employees will take part in the description
of business processes, study of user documentation and must be oriented in the general structure
of the company’s information system. They will also need knowledge of the content of the
project library and the principles of describing project documentation.

Special attention is paid to the design of project documents, the study and understanding of
which is necessary for professional junior specialists, since these employees will be involved in
the implementation of the ERP system at the enterprise from the customer’s side. Their main
duties will be directly related to the description of existing business processes, and the results
of implementation depend on the quality of their work.
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Abstract
The article presents results of the development information system module for analysis viral infections
data. The relevance of the problem of automating the process of analyzing large volumes of data based
on the use of intelligent technologies and machine learning methods is considered. The structure of the
system has been developed and described, the results of design modeling of the key functionality and
capabilities of the system based on the use of the UML language are presented, the basic components and
technologies for implementing software are described, allowing for modularity and dynamic expandability
of the potential for conducting data analysis research. The process of creating, training and testing the
created machine learning models is detailed, the results of assessing the significance of the input features
of the collected data set on viral diseases and the obtained values of the error matrices are described. The
profiling of the operation process of the created models was carried out, the most productive and efficient
of them were determined in terms of the consumption of computing resources and overall accuracy,
taking into account their generalization ability.

Keywords
data analysis, data visualization, machine learning, viral infections, information systems development

1. Introduction

In the modern world, information technology (IT) allows for the improvement and acceleration
of almost any sphere of human activity, automating key aspects and calculations [1].

Systems and software enable us to eliminate complex tasks and go straight to the results,
reducing the time needed to make decisions [2]. Automation of data analysis is one of the main
aspects of the practical application of modern IT.

Organizations in various fields focus on collecting and accumulating diverse large volumes
of data that need to be gathered, analyzed, and stored in a structured and convenient format for
further analysis [3].

The use of modern tools and approaches for data analysis makes it possible not only to
research and evaluate statistical indicators but also to perform more complex tasks, including
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predicting future values using machine learning (ML). In the context of data analysis, one of
the current research directions is the issue of viral diseases [4].

Although COVID-19 has become less critical due to regular vaccinations, infection prevention,
and the use of preventive measures such as quarantines, viruses have not disappeared from the
planet and continue to mutate [5, 6, 7].

Identifying disease patterns, forecasting, and other analyses can help prevent the further
spread of the virus. Automation of symptom detection and human body reactions to viruses is
essential, as it enables faster modification of effective vaccines and the introduction of various
protective measures into the virus transmission environment [8].

The relevance of this work lies in the search for existing methods of data analysis, for their
further application to the data visualization and the identification of various patterns based on
obtained graphical representations.

The goal of this work is to investigate the dependencies of various indicators in virology
using data analysis models, creating a cross-platform information system module for practical
purposes.

Assessing and automating data analysis for various diseases can help identify the source
of the virus, its symptoms, and prevent its further spread. Collecting such information is a
challenging aspect due to the need for access to medical databases or conducting surveys of
infected individuals. This complexity reduces the speed of information updates, and the human
factor may compromise data reliability, especially when dealing with a significant number of
input features [9].

To solve this task effectively, it is important to use the right methods and algorithms during
data collection and preprocessing. Specifically, among contemporary approaches in this direc-
tion, dimensionality reduction methods are relevant to facilitate the transformation of data into
a form suitable for sequential analysis and interpretation of results [10].

The efficiency of data analysis for such data largely depends on the models used and their
hyperparameter values [11]. Some of the less deterministic ML models may perform data
analysis quickly but produce inaccurate values and lack sufficient generalization capability
[12]. On the other hand, more stochastic models may take longer to perform computational
operations, but their precision will be higher as a result [13].

For both cases, setting the right attributes for the models and their relationships with each
other is a critical factor. This can reduce the likelihood of full-scale quarantines and expedite
the development of vaccine modifications [14].

2. Results

2.1. Project structure

During the system development process, UML modeling language was used. The system is built
using a client-server architecture and includes a relational database (DB) for storing data from
experiments. The developed use case diagram for the system’s operation is shown in figure 1.

Within the scope of this diagram, the user can perform the following actions:

• Authenticate in the system using personal data by verifying requests from the database;
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Figure 1: System use-case diagram.

• Import datasets into the system for further analysis;
• Visualize processed data in the form of diagrams, graphs, tables, and textual information;
• Modify arguments and parameters of ML models during their training;
• Register in the system to gain access to data analysis tracking functions.

Let’s formalize the main sequence of system operation by applying a sequence diagram
for this purpose. For demonstration, we’ll take a user who uploads a dataset for conducting
exploratory analysis by creating graphical visualizations of static data calculation results (in the
form of a small image with statistics and a report with obtained results in a separate file). The
user uploads data, selects ML models for analysis, and can set parameter values. The sequence
diagram is shown in figure 2.

The user’s first action is to access the data analysis model selection form for loading features
with parameter editing visualization. After that, they can upload a new dataset in the form of a
CSV file or use one of the previously imported data sets serialized to the database. The system
user confirms their actions, after which the system dynamically changes the parameter values
in the form’s interface, depending on which data the user wants to input.

Next, the user fills in all the necessary parameters and data processing algorithms, after
which the generated data is sent from the form to the system’s handler. Using a REST request,
the server-side of the system processes and manages the data to perform further control actions.

In the case of a POST request, the server activates the process of building an ML model based
on the specified parameters. The process of using models, in general terms, is as follows:

• Data processing involves receiving input data that will be further processed. Afterward,
the system selects software methods for their processing;
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Figure 2: Diagram representing the process of the intelligence analysis of data.

• Creating an instance of an ML model, all imported and processed data are then passed on,
and they are processed internally using the fit function;

• Output of a concise report on the evaluation of the performance metrics of the ML model.

After generating the ML model and processing the data, they need to be sent to the system’s
data visualization module, where, through a GET request, images and other graphical elements
specified by the user for the report are displayed. For more detailed planning and formalization
of the main relationships between the system components and their structure, it is advisable to
construct a diagram of its main components. A generalized component diagram is provided in
figure 3.

The main module of the system is flsite. Given that all system modules are developed in
Python using the Flask framework, flsite is responsible for the operability and integration of
the entire system’s functionality. It utilizes the Flask library, allowing the system to be used in
the form of a web application, which is convenient due to its compactness and speed.

flsite also contains a set of REST requests that are sent to or received by the system during
its operation for rendering authorization pages, user profiles, and model management.

The user profile page contains information about the results of analytical experiments per-
formed by users and datasets uploaded by them. This is necessary for repeating or correcting
data analysis.

On the authorization page, the user needs to enter login and password data, as well as
a personal token generated by the system after the registration process through a separate
modular window. Additionally, for introductory actions in working with the system, the user
can choose a limited version in which they don’t need to enter authentication data, but they
will have restrictions in terms of uploading their data; in other words, they will be able to work
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Figure 3: The diagram of the system components in a general form.

with only preinstalled test datasets.
The scikit-learn library is used for the programmatic implementation of ML models due to its

convenience, good documentation, and integration with the Python language. The advantage
of using this dependency is its support for a significant set of objects for conducting ML model
research, performing statistical modeling, including classification, regression, clustering, and
dimensionality reduction, through a sequential Python interface. Additionally, libraries such as
Pandas, NumPy, SciPy, and Matplotlib were applied for data processing and visualization.

It’s worth noting the preprocess.py class, responsible for obtaining input model values and
their transformations. This is implemented by integrating functionality from the imbalanced-
learn library, which is based on scikit-learn and provides a range of objects for simplified and
fast classification work in cases of class imbalance detection.

The utils.py class is responsible for retrieving data from the database, writing them to a
file, generating graphical visualizations for reports, transforming data structures and data into
matrices of various dimensions, and a variety of other utility functions.

We use SQLite to create the database, which comes bundled with Python3. Its convenience is
due to its implementation of support for autonomous and transactional relational mechanisms.
The relationship between the database and the system is depicted in figure 4.

First, a database with a set of tables is created separately (without launching the web server).
Based on this, request handlers access the construction of database tables, reading and writing
information to them. Afterward, the process of creating a general function for establishing
a connection to the database and an auxiliary function that will initiate the construction
process of a relational database model with the required tables is carried out. At this stage,
the open_resource programmatic method is introduced, which opens the ‘sq_db.sql’ file for
reading, located in the project’s system working directory. Then, for the open database, the
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Figure 4: Connection between the system and the database.

script contained in the ‘sq_db.sql’ file is executed. Finally, the commit method is called to apply
the changes to the current database, and the close method closes the established connection.

2.2. ML models implementation

As part of using the system’s data analysis module, the following 5 ML models have been
programmatically implemented: Gaussian Naive Bayes (GNB), Decision Tree, Random Forest,
SVM, and Neural Network (NN) based on a perceptron model. In the system’s interface, these
models can be assigned various hyperparameter values, allowing clients to input data manually
from the web page through corresponding fields. The steps of implementing the data analysis
process are as follows:

• Importing input dependencies and libraries.
• Fetching input data into the working environment by downloading them via links.
• Splitting data into training and testing subsets. To perform this step, a cross-validation

splitter has been defined, which divides the data into training/test sets according to a
specified scheme. Each sample can be assigned to no more than one fold of the test set, as
indicated by the user using the test_fold parameter.

• Creating ML model objects.
• Tuning hyperparameter values of ML models using the GridSearchCV method for op-

timal selection. This is essentially an object implementing a systematic approach to
hyperparameter optimization, which involves defining a grid of possible values for each
hyperparameter and then exhaustively searching this grid to find the best combination.
This approach is called grid search because it involves creating a grid of hyperparameter
values and evaluating the algorithm’s performance for each combination of values in the
grid. It’s worth noting that there’s no way to know the best hyperparameter values in
advance, so ideally, you should try all possible values to find the optimal ones.
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• Doing this manually can be time-consuming and resource-intensive, so we use Grid-
SearchCV for automating hyperparameter tuning. The following models have similar
code but different parameters within.

• Training models and assessing their accuracy metrics based on the use of methods
such as classification_report, taking into account particularities including permutations
(permutation_importance). Permutation importance is defined as the reduction in model
score when the values of a single feature are randomly shuffled. This procedure breaks
the relationship between the feature and the target variable, so a drop in the model’s score
indicates how much the model depends on that feature. One advantage of this method is
that it’s model-agnostic and can be calculated many times with different feature shuffles.
At this stage, we obtain a finished model for further interaction.

2.3. Data analysis

In order to conduct research, a dataset was created based on information from the European
Centre for Disease Prevention and Control regarding the most common COVID-19 symptoms in
2020. The dataset contains information about patients who underwent COVID-19 testing, with
a total of 5434 rows and 211 columns. Each row corresponds to a patient’s symptoms, where
each column represents a symptom. To properly preprocess the data, a dimensionality reduction
procedure was performed using PCA. Some features, such as ‘had contact with someone with
the virus” or “recently traveled”, were either removed or combined into more meaningful ones.
This allows us to focus on significant symptoms and identify which symptoms indicate early
stages of COVID-19.

Out of 5434 patients, 81% later tested positive for the virus. To address the dataset’s imbalance,
the imblearn library was used, which helps minimize the dataset’s class imbalance. We chose
the resampling method, which aggregates repetitions and reduces data imbalance. The dataset’s
target variable is expressed in a binary form, with two values: “yes” and “no”. Essentially, this
allows us to frame the task as binary classification. The data was split into training, validation,
and testing sets, with 60%, 20%, and 20% of the data in each part, respectively. Below is an
example of the data processing results and model creation with the described datasets.

The results of building the Gaussian Naive Bayes model are shown in figure 5.
As we can see, the top three symptoms for the Naive Bayes model are Dry cough, Sore Throat,

and Breathing Problems. Fever was close to the third position, but it’s worth noting that its
weight is significantly higher than other symptoms. As observed from the matrix, there are
77 False Negatives (FN) and 80 False Positives (FP). Considering that GNB is a basic model,
its accuracy is quite high. It’s evident that we aim to have a stronger model, and we hope to
achieve this with better models ahead. In terms of metrics, the F1 score for negative cases is
0.824, while the F1 score for positive cases is 0.910.

Let’s examine the results of the Decision Tree model (figure 6).
As we can see, the top three symptoms for the Decision Tree model are Breathing Problems,

Sore Throat, and Dry Cough. Once again, Fever was close to the third position, but, unlike GNB,
other symptoms have more weight. In this case, we used the output of the feature_importances
from the Decision Tree. There is an interesting shift in the importance of Breathing Problems
and Sore Throat. After analyzing the data, we observe an increase in the importance of Sore
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(a) (b)

Figure 5: Outputs of GNB model (a) and the corresponding confusion matrix (b).

(a) (b)

Figure 6: Outputs of DT model (a) and the corresponding confusion matrix (b).

Throat, while Breathing Problems decrease. This suggests that Sore Throat is much more
important than Breathing Problems. As we can see, the Decision Tree works much better than
GNB. Previously, there were 77 FN and 80 FP, and now there are 16 FN and 10 FP. In terms of
metrics, the F1 score for negative cases is 0.969, and the F1 score for positive cases is 0.985.

The most important features for the Decision Tree are Breathing Problems, Sore Throat, and
Dry Cough. Currently, the symptoms are consistent with each other in every model we have
built. Next, we will conduct research and analyze the Random Forest models (figure 7).

As we can see, the top three symptoms for the scaled Random Forest model are Dry Cough,
Breathing Problems, and Sore Throat.

Overall, the Random Forest model produces results similar to the Decision Tree. Previously,
there were 16 FN and 10 FP, and we still have 16 FN and 10 FP. In terms of metrics, the F1 score
for negative cases is 0.968, while the F1 score for positive cases is 0.985.

The most important features for the Random Forest are Dry Cough, Breathing Problems, and
Sore Throat. Currently, the symptoms are consistent in every built and analyzed model.
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(a) (b)

Figure 7: Outputs of the Random Forest model (a) and the corresponding confusion matrix (b).

Next, let’s analyze the performance of the Support Vector Machine (SVM) model. The
demonstration of SVM is shown in figure 8. In our case, SVM outputs a hyperplane that separates
both classes. The weight coefficients, represented by coef, form a hyperplane orthogonal to the
original division boundary. If the hyperplane finds a feature useful for separating the data, the
plane will be orthogonal to that axis. Therefore, the coefficient shows how important it was in
dividing the two datasets.

We will move on to using more complex kernels (rbf, poly) and use permutation importance
to compute feature importance (since coef_ is valid only for linear kernels). As we can see, the
top features are Breathing Problems, Dry Cough, and Sore Throat.

In our case, using the RBF kernel works faster and provides a more balanced analysis of
feature importance.

(a) (b)

Figure 8: Outputs of the SVM model using linear kernal (a), and using RBF kernel (b).

Let’s conduct an investigation of the created neural network model (figure 9). For the neural
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network, we compare functions using permutation importance.

Figure 9: Outputs of the Neural Network.

From the parameter grid, we used a validation set to find the best combination. For the
activation function, we used ReLU, the number of hidden layers is 80, and we utilized the Adam
optimizer for better performance.

We wanted to understand whether our network prefers having one larger bank of hidden
layers or several smaller banks of hidden layers. The artificial neural network model achieved
the most significant results with only 6 cases of TN errors. The most important features are
“breathing problems”, “dry cough”, and “sore throat”, depending on the dataset used.

Based on the results obtained, let’s analyze the performance speed of all the ML models
discussed above. The speed of the two neural networks (ReLU and Adam) is presented through
profiling in figure 10. In this case, we can see that GNB and DT have the minimum operating
speed. RF, due to its complexity, operates more slowly. SVM and NN1 work significantly faster,
even with input value analysis.

Therefore, the developed module is sufficiently functional and allows for the exploration of
datasets to uncover hidden patterns within the data.

3. Summary

As a result of this research, a software module for the system has been developed, capable of
performing data preprocessing and analysis steps related to human virus-related illnesses using
machine learning methods. The following evaluation criteria for the models were determined:
speed, accuracy, predictions, best hyperparameters for the models, error matrix assessments.

The research findings have established that the most effective models are artificial neural
networks, but decision trees also showed one of the best results, considering that this model
is based on a basic algorithm. The study also revealed the varying speeds of different models,
with a significant workload dependence on the chosen hyperparameter values. Additionally,
data inaccuracies can complicate the process of determining the best model.
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Figure 10: Comparison of the time performance (cost) of the created models.

Therefore, it can be concluded that the best model for working with the data collected during
the development of the system is the neural network. However, its speed is significantly lower
than that of the decision tree model. Therefore, future research in this area could involve
exploring more efficient models and forming a more extensive dataset for a more balanced
analysis.
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Abstract
This paper delves into the pivotal role of cross-platform development and the significance of user
experience (UX) and user interface (UI) research in the creation of an application for a transportation
company. User experience involves studying user behaviors, preferences and interactions, while user
interface focuses on the design elements that facilitate these interactions. The research methodology
includes a user experience research, including a user survey and analysis of analogous applications.
The findings from this study are instrumental in researching the visual aspect of the application, aiding
in the identification of design solutions and the creation of interface layouts. The paper analyzes
technologies that facilitate cross-platform development. By drawing conclusions from the user experience
research, interface design development and an examination of cross-platform development tools, the
study culminates in the development of a convenient and scalable application tailored for both users and
drivers of the transportation service.

Keywords
cross-platform application, software, React Native, mobile, transport, interface, UI/UX, nativity

1. Introduction

In the era of information technology and digitalization of all spheres of life, an important aspect
of business is the availability of proprietary software. Achieving cross-platform applications
can be done in two ways: using native approaches for each platform or employing technologies
for a unified code base. A single code base reduces development costs and enables smaller
companies to afford cross-platform applications, increasing demand.

For transportation companies, the ability to offer apps is usually limited to industry giants,
leaving smaller regional providers with fewer options. Therefore, exploring the creation of
affordable cross-platform applications is crucial for the modern market.

Given the active interaction between transportation services, users, and drivers, conducting
user experience research and user interface analysis is essential. This ensures the development
of a modern, high-quality design that is minimalistic and non-distracting for drivers. Addressing
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UI/UX aspects before full development is crucial to optimize resources and enhance the overall
application experience.

Another problem with cross-platform development can be that it is difficult to adhere to a
single style, because some tools can cause a conflict while displaying interface elements on
different platforms. Therefore, after creating a full-fledged design system, it is necessary to select
elements that may cause a display conflict and make them custom so that the systems generate
them instead of taking them from the ready-made tools. Thus, the developed application will
be ready to be deployed to the AppStore and PlayMarket without any problems with platform
compatibility [1].

2. Researching approaches to cross-platform development

The principle of a cross-platform application is generally to use a single code base that can be
executed on any platform without significant modifications or without any modifications at all.
However, cross-platform is a complex thing to implement and has several options for creating
it [2].

Some applications use compilation to native code, which allows the application to run as
native on a particular platform. Native elements are those that are unique to a particular
development platform, even though they have the same name. So, a button on two platforms is
still a button, but it may look different. But applications that create the so-called "bridge" can
interact with both their own program code and the program code of the platform environment
on which they were launched [3].

Some applications use web technologies to display the application. Thus, the use of frame-
works in software systems whose work is based on creating mappings in the web environment
allows the application to avoid cases of different interface appearance when running on dif-
ferent platforms. The advantage of such systems is that only one developer who has created a
responsive website is enough. But for the average user, such applications have a huge drawback:
they must always load a web page and therefore are limited to working only on devices that
have stable Internet access and a built-in browser.

It is also possible to distinguish the way the program works when it does not have access to
the native elements of the platform. Such applications use their own graphics tools, thus gaining
access to the device’s GPU. They use it to display the same interface elements regardless of the
platform. But, like every other type of cross-platform application, they have their drawbacks,
which in certain situations can be quite significant for the user. For example, they put more
strain on weaker devices.

The larger the city and the more places where tourists visit – the more the application must
support a large number of requests to the network. Therefore, it is extremely important to
design high-quality work with network requests for both iOS and Android systems [4].

3. UX research

The UX research was divided into two parts: competitor analysis and target audience analysis
using a questionnaire [5]. To analyze analogs, was selected the applications that also use cross-

76



platform technologies. These are applications from Bolt, Grab and Didi Rider. The analysis
results were obtained according to visual analysis and analysis of users reviews (table 1).

Table 1
Results of analogs analyze.

Parameter Bolt Grab DiDi Rider

Popularity Widely popular Some popular Not so popular as
analogs

Multiple services in
one application

Scooters and
passenger
transportation

Passenger
transportation and
food delivery

Only passenger
transportation

Cash and non-cash
payments support

Widely support Widely support No support

Geographical
availability

Limited Limited Limited

User Experience
quality

High quality of UX Some UX issues A lot of UX issues

Service issues Rare issues Rare issues Often issues
Ride request edit
availability

Can’t edit Can’t edit Can’t edit

The next step of UX research is to survey users. The most convenient way to do this is to use
Google Forms with a set of questions [6]. At this stage, 30 people were interviewed and the
results of the survey were compiled. For a simpler understanding of the results, separate charts
and tables were created for the most important points of the survey. Thus, the most voluminous,
but important chart was the chart of the type of people who use the app.

Next, the most important part of the survey is which app features are important to users.
Thus, for further work, it becomes possible to easily identify the main functionality that is
really relevant for the modern market of transport companies. The results from the chart were
transformed into a table for easier data processing (table 2).

Table 2
Important functions for users.

Question Count Percentage

Driver choosing availiability 16 53.3%
Showing driver photo while choosing driver 19 63.3%
Automatic drivers filtration by geolocation 23 76.7%
Chat with driver only when active trip 10 33.3%
Ending of trip when user and driver agreement both 13 43.3%
Panic button 23 76.7%
Trips archive 17 56.7%
Trip review 20 66.7%
The ability for drivers to take orders at any free time 1 3.3%
The function of confirming the arrival of a taxi only with my permission 1 3.3%
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According to this chart, the two most important features for users are the presence of a panic
button during the trip to ensure their safety and automatic filtering of drivers by trip details
(for example, by selecting the “with child” tag for a trip, drivers without a child seat will not
even see this order). As slightly less important features, respondents noted the ability to rate
a ride, see a driver’s photo when choosing a driver, the ability to choose a driver and save a
ride history. Also, almost 43.3% of users consider it necessary to be able to end the ride only
upon their confirmation, so the driver cannot disable the transportation on his/her own. The
least important features are the activity of chatting with the driver only during the trip itself,
the ability for drivers to take orders at any free time and one answer was added by the user
personally, which sounds like “the function of confirming the arrival of a taxi only with my
permission”. Thus, the most basic needs of application users in terms of functionality that need
to be implemented first was identified.

Equally important is not only the implementation of the functionality, but also what exactly
will be displayed on the screen with a higher priority. To determine this, the question “what is
paid attention to when choosing a transport” was separately highlighted and a diagram was
created based on the answers. The results of diagram were transformed into a table (table 3).

Table 3
Focus of the attention of users when choosing a transport.

Question Count Percentage

Cost 24 85.7%
Car brand 5 17.9%
Driving experience 7 25%
Company reputation 15 53.6%
Quality of service 20 71.4%
Payment convenience 19 67.9%
Driver rating 1 3.6%

Let’s summarize the results of the UX research. The app’s users are active citizens who value
their time and comfort. They use smartphones with internet access, which makes them ideal
users. They also have different socio-economic statuses, including students, office workers,
entrepreneurs, tourists and drivers looking for additional income.

4. UI analysis, creating interface prototypes and design system

The development of the UI part of the application can also be divided into several parts – creating
low-detail mockups (wireframing), graphic design and designing full-fledged design mockups.
Wireframing helps to visualize the concept of the application and provides an opportunity to
quickly check and improve the structure of the product before moving on to more detailed
design and development. After low-detail prototypes are created, they are refined into highly
detailed mockups, where colors, textures, graphics and other elements are added to increase the
level of detail and prepare the mockup for use by the developer when building the app [7, 8].

First, was created a prototype of the login screen, because this is the first thing the user sees,
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but it is more important to consider the next screen after the login. This is the home page screen.
It is divided into two versions, because the user can be either a passenger or a driver. Since they
are still quite similar, let’s take a look at the passenger screen (figure 1).

Figure 1: Prototype of the main screen of passenger.

It was also useful to create a prototype of the profile screen to understand the information
architecture of the application (figure 2).

These were all examples of creating low-detail interface layouts. Their task is to structure
the data on navigation in the application and the general arrangement of elements.

The next stage of UI modeling is graphic design. When the information architecture of the
application is already known, it becomes important to select the right icons that will fully
express the semantic meaning that was embedded in them. That’s why status icons were
identified as part of the design system (figure 3).

As you can see, some of these icons are also colored – this is necessary to further emphasize
to the user what exactly has happened in the application at the moment. Thus, additional
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Figure 2: Prototype of main profile screen.

Figure 3: Icons for informing about processes in the application.

semantic coloring is provided for the images.
So, when the low-detail mockups and the graphic part of the design are ready, you can move

on to developing high-detail mockups. Since, according to the results of the UX analysis, it
is clear that the users of the application are a wide range of people, a blue was chosen as the
main color. It is associated with calmness and reliability, which is essential for a transportation
company (figure 4, 5).
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Figure 4: Main screen of the user. Figure 5: Trip confirmation screen.

A grouping of screens based on a specific set of functionality is called a flow. For example,
this is how a chat flow looks like (figure 6).

As a result of the work, we have a completely ready-made design system that can be used for
software development, knowing that it will be useful and convenient for each user.

5. System development

To implement the application, JavaScript was chosen to avoid switching between languages
when creating different parts of the project. Thus, the Express.js framework is used for the
backend part and React Native is used for the application itself.

React Native is used to develop mobile applications. The main advantage of React Native is
that this technology allows you to write code once and then use it to create applications for
both iOS and Android. This significantly reduces the development time and eliminates the need
to write two separate programs for different platforms [9].
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Figure 6: Chats flow.

Express.js is used to develop the server side of the system. It is a flexible and powerful
framework that allows you to easily create web applications and APIs. Express.js integrates
well with MongoDB and other technologies used in the project [10].

Another feature of the project is the use of Expo CLI. One of the most important features
of Expo is the ability to develop mobile applications on the React Native platform. With Expo,
you can easily build, test and publish your React Native apps without having to set up complex
development tool configurations. Testing is done by scanning a QR code from the IDE terminal
(figure 7) [11].

This project uses MongoDB to store data. It is one of the most popular NoSQL database
management systems. MongoDB is a document-oriented database that uses a JSON-like structure
to store data rather than working with tables in the usual sense of databases. Features of
MongoDB include data structure flexibility, high performance, horizontal scaling and the ability
to work with large amounts of data. The database is created using MongoDB Atlas, a MongoDB
cloud service [12].

A special collection of icons called Feather Icon was used in the application. With the help of
this service, a collection of icons was created that are used to improve the semantic interaction
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Figure 7: Terminal interface for testing.

of users with the application. React Native technology does not support easy interaction with
SVG icons. But this is necessary, because only this image format scales to any screen size
without changing the quality. Therefore, to display such icons in the application, additional
libraries react-native-svg and react-native-feather are used. This way, a contact is established
between the application and the cloud service, which is the repository of the necessary icons in
SVG format.

There is a separate algorithm for saving images on the server. Due to the use of MongoDb, it
was decided to encode the images transferred to the server in base64 using the multer auxiliary
library.

The basic encryption code looks like this:

const multer = require(’multer’);
const storage = multer.diskStorage({

destination: function (req, file, cb) {
cb(null, ’./uploads/’);

},
filename: function (req, file, cb) {

cb(null, new Date().toISOString() + file.originalname);
},

});
const upload = multer({ storage: storage });
module.exports = upload;
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The code of the auxiliary file used for intermediate image encoding looks like this:

const multer = require(’multer’);
const storage = multer.memoryStorage();
const upload = multer({

storage: storage,
limits: {

fileSize: 1024 * 1024 * 2,
},

});
module.exports = upload.single(’image’);

It is important to note that this file size was not chosen by chance. It was important to save as
much space as possible in the database without loading the server with long image processing.
Therefore, the image will be successfully saved only if its size is 1024*1024 or less. At the same
time, the maximum image size is limited to 2 MB.

6. Conclusions

This project was a fascinating challenge that allowed us to delve deeper into the world of devel-
oping and researching the benefits of cross-platform applications for transportation companies.
One of the key points of focus was to create an application that not only meets the needs of
users, but also has a convenient and efficient interface for both parties – both passengers and
drivers.

A number of technologies were used to achieve this goal. React Native allowed us to efficiently
implement the visual particle, ensuring its cross-platform compatibility. Express.js was used to
create a powerful backend and MongoDb served as a reliable database.

Analysing of the subject area, was identified the main problems of interaction between
passengers and drivers. This insight allowed us to clearly define the project’s goals and objectives,
focusing our efforts on solving specific problems.

Target audience research confirmed that drivers and passengers using modern mobile tech-
nologies are the main users of the app. The results of the survey emphasized the high demand
for such services, which became the basis for further improvement of the app.

Overall, this project not only demonstrated the effectiveness of using modern development
methodologies and tools, but also emphasized the flexibility and adaptability of the application to
changes in the passenger transportation market. The result is a high-quality mobile application
that is ready to quickly adapt to any conditions and user requirements.
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Abstract
The paper analyzes the existing drone delivery systems all around the world. Different route building
algorithms are analyzed for navigating the drones through the cities, advantages and disadvantages of
all the approaches are highlighted. Requirements for the system are defined that must provide quick
and convenient operation; the system was planned and developed. It was concluded that the designed
system has a great potential for real usage and further development.

Keywords
drone delivery, UAV, path finding, route building, machine learning

1. Introduction

In the modern world, there is a noticeable acceleration of the pace of life in large cities. The
efficiency of businesses and the quality of life for individuals depend directly on well-established
logistics. This issue is particularly pronounced in “last-mile” delivery, where the transportation
of goods is influenced by various external factors that impact its speed and effectiveness. First
and foremost, human labor involved in product delivery is limited by physical and psychological
aspects, and the increasing demand for speed may exceed the capabilities of personnel. The
involvement of significant resources in the delivery process can result in increased delivery costs,
subsequently raising the prices of goods and services for both businesses and end consumers.

Drone delivery can address these challenges. The use of drones in delivery can reduce the
dependency on human labor. Unmanned aerial vehicles (UAVs) can operate around the clock
without rest, providing fast and precise product delivery when using advanced navigation and
route building algorithms [1].
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Therefore, the primary idea of this work is to study the path finding algorithms and develop
a software for automated aerial drone delivery to address the issue of “same-day” delivery
between different city branches and accelerate it. To achieve this, a comprehensive software
solution is proposed to implement a similar service and explore the capabilities of route planning
algorithms for the automatic operation of UAVs.

2. Review of the subject area and existing solutions analysis for
the development of drone delivery system

2.1. Existing systems analysis

Currently, there are relatively few existing and fully operational drone delivery analogs on both
the Ukrainian and global markets. Most of the available services are either in the testing or
development stages or operate within limited geographical areas. Additionally, the majority
of these services are oriented towards “last-mile” delivery, which restricts users from utilizing
the service for non-commercial purposes. Let’s examine some of the most well-known analogs
within the mentioned category.

2.1.1. Amazon Prime Air

Amazon Prime Air is an aerial drone delivery project developed by Amazon since 2013, aiming
to provide rapid delivery of packages to recipients within 30 minutes [2].

Currently, the system is in the testing phase, conducted in the city of Lockford, California,
USA. It is expected that based on feedback from local residents using the delivery service, the
most problematic aspects will be identified and addressed. Through testing with a wide variety
of cargo sizes and weights, the reliability and durability of the project’s technical equipment
have been verified.

The following advantages of this service can be highlighted:

• According to reports from Amazon Prime Air project specialists, unique software for
drones has been developed, allowing UAVs to safely detect and avoid potential obstacles,
making the point-to-point flight process more reliable.

• Amazon Prime Air drones have a high payload capacity from the outset.

However, it is worth noting the drawbacks of such a system:

• The process of delivering cargo to the recipient involves dropping it from a specified
height onto the backyard of a private house, limiting the potential user base to those
with suitable delivery locations. This approach may not guarantee the safe delivery of
potentially fragile cargo.

• This system is planned to be used exclusively for delivering goods from the Amazon store,
which narrows down the pool of potential users.

It is expected that users will have the option to order drone delivery of selected items through
the Amazon online store, and as such, this service will not have its own separate user software
but will be integrated into the existing services of the company.
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2.1.2. Starship Technologies

Starship Technologies is an Estonian startup (later becoming a company) initiated in 2014,
addressing the “last-mile” delivery problem using ground-based drones [3].

This service operates in London, Tallinn, Düsseldorf, Hamburg, Bern, and in some cities
in the United States, such as Washington, D.C., and Mountain View, California. Among the
advantages of this startup, the following points are noteworthy:

• The drones are fully autonomous, allowing them to independently locate and load the
required product into their cargo compartment.

• Delivery is secure for the recipient since receiving an order is only possible after entering
a personal security code.

• In case of navigation issues with the drone, the system provides remote control by a
human pilot.

However, there are some limitations to the startup:

• Deliveries are only made within a 5-kilometer radius.
• The maximum drone speed is determined by the quality of the terrain and does not exceed

6.5 km/h, which is nearly equivalent to human walking speed.
• The project is exclusively oriented towards delivering food weighing up to 9 kg.

This described service has a dedicated user application through which the ordering, payment,
package tracking, and other processes are conducted.

2.1.3. Zipline

Zipline is an American project involved in the manufacturing and delivery of air drones/aircraft
[4]. The main concept of the company is to address the issue of delivering cargo to hard-to-reach
locations.

Currently, the Zipline service is available in Rwanda, Ghana, Nigeria, Japan, and the United
States. Additionally, it is expected that the company’s services will soon become available
in Côte d’Ivoire and Kenya. Furthermore, the Ministry of Health of Ukraine has announced
negotiations regarding a potential partnership with the company.

Notable advantages of the Zipline service include:

• Ensuring high delivery speed, even for long distances, thanks to the mobility of the
drone-aircraft (UAV speed reaches 101 km/h).

• Autonomous drone flights are possible under normal weather conditions.
• Drones have the capability to move between pre-established airstrips, where pilots can

manually replace batteries or cargo for delivery, thus ensuring improved logistics and the
range of package dispatch.

Among the drawbacks of the project, the following points should be noted:

• The cargo capacity of the drone is limited to 1.8 kg.
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• Delivery to the destination occurs by dropping the package from an elevated position (20-
35 m), and the pre-packed package descends slowly using a paper parachute. Consequently,
the distance from the actual landing point to the anticipated one may vary up to 5 meters.

• The service primarily deals with the delivery of medicines or related medical items. The
list of possible non-medical types of packages is limited to restaurant or grocery products,
and the like.

It is also worth adding that the company has developed the next generation of drones that
deliver cargo via a tether instead of deploying a parachute. However, this type of delivery
significantly reduces the range and speed.

Users of the service can place orders on the company’s website and monitor the delivery
process through a dedicated mobile application.

2.2. Analysis of the latest research for drone delivery systems

The delivery by drones involves the management of a large number of Unmanned Aerial Vehicles
(UAVs) simultaneously. The logistics challenges of such operations have been extensively
discussed in [5], where a multi-physics model at the system level is presented for optimal
control of multi-engine UAVs. This model can be utilized in the development and evaluation
of control strategies. The authors demonstrate the capability of using this model for basic
maneuvers and lay the groundwork for planning more complex maneuvers and complete
missions. For instance, drones may employ different control strategies for achieving maximum
energy efficiency under high and low battery levels.

The proposed system offers the following advantages:

• The multi-physics model enables a more comprehensive and accurate representation of
the dynamics and interaction between different physical systems of multi-engine UAVs.

• An optimal control strategy is developed to minimize a cost function that considers time
and energy consumption.

• The proposed methods are flexible and adaptable to various types of UAVs or other
aerial systems, making them valuable for a wide range of applications in transportation,
surveillance, mapping, etc.

During drone flight, a significant amount of computation is required to adjust the process
and mission specifics of UAVs. The transfer of computational load from the drone to a cloud
structure is discussed in [6]. The described framework features a client-server architecture,
positioning the drone as a client and the cloud as a scalable server. Overall, it has potential
applications in various fields requiring efficient drone management, especially in the delivery
sector.

The proposed system has the following advantages:

• Scalability: The client-server architecture of the framework ensures effective communica-
tion between multiple drones and the cloud server, enabling real-time control of a large
number of drones.

• Efficiency: By offloading certain tasks to the cloud server, the workload on individual
drones is reduced, allowing them to operate more efficiently.
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• Open source: The framework is open source, allowing developers to freely use and modify
it.

• Versatility: The framework has potential applications in various industrial sectors.

A crucial aspect of a drone’s mission during delivery is the route planning from the collection
point to the delivery point. The optimization of the sequence of these processes is discussed
in [7]. The delivery problem involves a group of couriers (drones) timely delivering orders
to clients. The goal of the algorithm is to increase profit over a specific time interval and
reduce the overall delivery time. The authors propose a Markov decision process model for
the “courier” assignment task, using deep learning algorithms to address the problem in a
dynamic environment. Successful implementation of this algorithm could significantly impact
the delivery industry, enhancing its speed and increasing company profits.

An important task for optimizing the algorithm in a drone delivery system is to consider
the drone’s battery usage. Aiello et al. [8] presents a model of energy consumption for a
similar urban logistics infrastructure. This methodology allows considering various factors
affecting drone battery consumption, such as cargo weight, the size of the serviced urban area,
population density, flight range, built-in battery capacity, etc. The model was developed to help
researchers better understand the energy needs of delivery systems using UAVs and identify
ways to optimize their performance.

2.3. Review of common approaches and algorithms for drone delivery route
planning

The main stage in any type of cargo transportation is the process of route planning, for which
there are currently numerous algorithms aimed at solving transportation problems efficiently and
quickly. These algorithms are a crucial component of logistics and transportation infrastructure.

Such problems arise when it is necessary to determine the optimal delivery route from the
point of origin to the destination, taking into account various external factors such as distance,
cost, time constraints, and resources. As a result, this algorithmic process can become quite
complex, especially when dealing with a large number of delivery points in complex urban
conditions.

Navigating the UAV through the city is a tough task involving many safety preconditions, so
an optimal way would be to deliver the packages to the delivery offices all around the city. Such
an approach would allow to manually build the safe routes between many adjacent departments,
thus creating a graph with nodes and branches of given cost (routes length), where we need to
find a path to navigate.

Let’s consider the most common approaches to solving such a problem.

2.3.1. Traveling Salesman Problem algorithm

One of the most common and straightforward methods for building a delivery route is the
Traveling Salesman Problem (TSP) algorithm. It is based on a mathematical model that helps
find the shortest path that connects all given pickup and delivery points. The TSP algorithm
takes into account various factors, such as the distance between points, loading and unloading
times, vehicle capacity constraints, and other limitations.
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The main advantage of the Traveling Salesman Problem algorithm is its simplicity and ease
of implementation. This algorithm uses a brute-force approach, where all possible combinations
between points are considered. This makes it accessible for use in various fields and research
and simplifies its integration with other parts of the software code.

There are many variations of the Traveling Salesman Problem-solving methods, such as the
Monte Carlo method, the method of averaged coefficients, or the nearest neighbor method. The
nearest neighbor method uses heuristic estimation in its calculations, significantly speeding up
the search for the optimal route but not guaranteeing absolute optimality.

However, it is worth noting the disadvantages of this algorithm. Since the Traveling Salesman
Problem algorithm, at each point, must choose the next point from those it has not yet visited,
there are (𝑛 − 1)! routes for the asymmetric and (𝑛−1)!

2 routes for the symmetric Traveling
Salesman Problem. This means that the size of the search space depends exponentially on
the number of points. For an average-sized problem, finding the optimal route can take an
unacceptably long time, as most of it is spent on the enumeration of all possible combinations
between points, which requires significant computational resources.

Another drawback of the Traveling Salesman Problem algorithm is that it provides only
an approximate solution and does not guarantee finding the shortest path. Consequently, the
accuracy of these calculations decreases proportionally as the problem size increases.

2.3.2. Dijkstra’s algorithm

Dijkstra’s algorithm is one of the most common algorithms for finding the optimal path in a
graph and has broad applications in various fields, including telecommunications, transportation
networks, routing, and logistics planning.

The working principle of the Dijkstra’s algorithm involves iteratively updating the shortest
distances from the initial node of the graph to all other nodes. During its operation, each vertex
is examined, and the distance to adjacent vertices is calculated using the corresponding edges
[9]. As a result of its work, the Dijkstra’s algorithm not only determines the shortest distances
from the initial node to all other nodes but also memorizes the corresponding routes.

The Dijkstra’s algorithm is quite efficient and performs well at optimal scales. Its execution
time depends on the number of vertices and edges in the graph, but with proper implementation,
it has a time complexity of 𝑂(𝑛2), where n is the number of vertices. Despite the fact that
finding a route involves exploring all possible path variations, this feature can be considered
an advantage to some extent because having data about all available routes guarantees the
optimality of the found solution.

It is evident that as the number of vertices and edges in the input graph increases, exploring
all possible variations will significantly slow down the process of finding the shortest path,
rendering the algorithm unsuitable for use with such input data.

2.3.3. A* algorithm

The A* (A-star) algorithm is also aimed at finding a path in a graph and is an improved version
of the Dijkstra’s algorithm.
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To achieve maximum efficiency with the A* algorithm, the heuristic function should be chosen
according to the specific problem, as there is no one-size-fits-all solution. When tying the final
path cost to the distance, more efficient heuristic functions such as the Euclidean distance or
the Manhattan metric should become the preference.

One of the key advantages of the A* algorithm is its efficiency compared to the Dijkstra’s
algorithm. It uses a heuristic estimate (denoted as “h”) to calculate the distance from the current
node to the final destination. This heuristic helps the algorithm make decisions about which
node is likely to lead to the shortest path. When the heuristic function is optimistic (i.e., it
doesn’t overestimate the distance), the A* algorithm guarantees finding the shortest path.

All of these factors make A* a popular choice and an efficient tool for route planning and
optimization in various fields, including robotics, artificial intelligence development, and routing.

Another advantage of the A* algorithm is its ability to handle graphs of moderate size and
relatively complex problems efficiently. While the computational complexity depends on the
graph’s size, A* demonstrates high efficiency with optimal implementation. It can quickly find
the shortest path when using a heuristic function that provides spatial orientation information.

Therefore, this algorithm is faster and more optimized for larger tasks compared to the
Dijkstra’s algorithm or the Traveling Salesman algorithm since it doesn’t require exploring all
possible route combinations.

However, one significant drawback of the A* algorithm is its potential to get trapped in
local maxima. This means that an incorrectly defined heuristic function or an insufficiently
informative estimate of a particular distance can influence the algorithm to choose the wrong
path, which consequently is not the shortest. This can be problematic, especially when solution
accuracy is critical, such as in robotics or automated route planning.

Another issue with the A* algorithm is high memory usage. Since it keeps track of all visited
nodes, the memory requirements for storing this information can significantly increase for large
input graphs or complex-sized problems. This may necessitate size limitations on problems that
can be effectively solved using this algorithm without compromising its performance.

2.3.4. Reinforced learning

The fourth algorithm, considered when choosing a method for constructing an optimal route,
employs a reinforcement learning approach to build delivery routes. It is based on machine
learning concepts and uses the learning process to make decisions regarding the selection of
the shortest and most efficient routes [7].

One of the advantages of reinforcement learning algorithm is its ability to self-learn and
adapt to a dynamic environment. It can interact with the environment, learn based on provided
rewards, and refine its strategy over time. This allows the algorithm to effectively operate in
dynamic and uncertain situations, where predefined rules may be insufficient or inefficient.

Another advantage of the reinforcement learning algorithm is its ability to optimally utilize
resources [10]. It can find a balance between exploring new possibilities and exploiting existing
knowledge, maintaining a trade-off between exploration and task execution. This makes it
valuable for real-time decision-making and managing complex systems like drone delivery.

The main drawback of this algorithm is the need for a large amount of data and proper data
preparation. Reinforcement learning algorithm requires an adequate quantity of high-quality
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initial data for effective learning. Improper data preparation can lead to errors during the model
training phase, as the algorithm is sensitive to noise.

2.3.5. Choosing the final algorithm

To choose the appropriate algorithm for solving the drone delivery route problem, we first
identified the main criteria and requirements for the developed software. Let’s examine the
identified issues in detail:

• Execution speed: the selected algorithm should be highly efficient in terms of computation
time, as this ensures reduced delays in drone management.

• Scalability: the limitations of the algorithm regarding its maximum computational capacity
and the size of the problem it can handle should be taken into account, ensuring scalability.

• Implementation simplicity: due to the extensive work involved in creating the software
for the drone delivery system, the chosen algorithm should be relatively easy to integrate
with other software modules. Guided by these requirements and criteria, let’s evaluate
the suitability of the previously analyzed most common route optimization algorithms.

The traveling salesman algorithm aims to find the shortest path that passes through each
node in the graph and returns to the starting node. While it guarantees finding the shortest
path and is relatively simple to implement, its computational complexity increases rapidly with
the number of delivery points. This, in turn, affects processing speed and scalability, making it
potentially less suitable for large-scale problems.

Dijkstra’s algorithm is a classic approach to finding the shortest path in a graph with non-
negative edge weights. It works by layer-wise propagation from the starting node to the
destination. Its effectiveness lies in its ability to find the shortest path to every node in the graph.
However, as the number of nodes and edges grows, the exhaustive search of all possible route
combinations slows down the search process, affecting both processing speed and scalability.

The A* algorithm combines ideas from Dijkstra’s algorithm and heuristic methods. It uses
estimates of distances to the destination to expedite the search process. It can find the shortest
path when information about the graph’s structure is available. A* is particularly useful in
complex state space problems or situations with limited resources. However, its computational
complexity depends directly on the efficiency of the heuristic estimate. Additionally, it may
require significant memory resources during route computation, which correlates with the
input problem’s size.

Reinforcement learning is a different approach to solving route optimization problems. It’s
based on the idea of training a model through trial and error. An agent learns to make decisions
based on rewards and penalties received during specific actions. This approach allows the agent
to adapt to changing environmental conditions and seek optimal solutions. While reinforcement
learning can be time and resource-intensive during the training phase, the computational
demands are primarily associated with the training phase rather than the actual deployment.

Considering the outlined criteria and requirements, the choice of algorithm for solving the
drone delivery route problem depends on the specific characteristics and constraints of the
problem, the availability of domain-specific information, and the balance between computational
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complexity and scalability. Each of the algorithms mentioned has its strengths and weaknesses,
making them suitable for different scenarios. The selection should be driven by the specific
needs and goals of the drone delivery system.

Based on the analysis of the mentioned algorithms, it can be argued that reinforcement
learning is the most optimal solution for the drone delivery route problem. Its ability to self-
learn and adapt to changing conditions makes it an ideal choice. Reinforcement learning enables
the system to quickly and efficiently determine the best route, avoid obstacles, and optimize
delivery. Considering the need for speed and accuracy, this algorithm will facilitate optimal
delivery with minimal resource consumption.

3. System development

3.1. General system architecture

Within the research of the main algorithms for the drone delivery software, a necessary step is to
identify its key structural elements, essential for the implementation and operation of the chosen
algorithm, and the methods of communication between them. It has been determined that such
software should consist of three main modules, which, during the actual implementation, form
a client-server architecture. The architectural structure of the system is schematically depicted
in figure 1.

Figure 1: The architecture of the drone delivery system.

The client in this system is a user application, the purpose of which is to facilitate the user’s
interaction with the system.

Using the REST API interface, the application sends HTTP requests to a web server, which,
in turn, processes them and performs necessary actions on the data, specifically basic CRUD
operations (Create, Read, Update, Delete). This way, all client actions regarding interaction with
the system, such as registration, creating or viewing lists of shipments, and their statuses, are
handled.

A separate component of the system is the drone management module, which accumulates all
the necessary methods and communication protocols. It also calculates optimal delivery routes.
Utilizing the MQTT protocol [6], this part of the software creates a “Publisher-Subscriber”
environment with the drones. This approach is commonly used in the Internet of Things
[11, 12, 13] because it allows the server and hardware components to exchange messages freely
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without the need for continuous monitoring of the system’s status, as is required to receive
updates through HTTP requests.

The data being transmitted consists of commands for drone control described using the
“MavLink" protocol, which is a universal communication method with unmanned vehicles [14].
It enables both the sending of commands and receiving telemetry data from the drone, loading
mission routes, and switching flight modes.

3.2. Hardware simulation

Due to limited testing capabilities caused by military actions in the territory of Ukraine, a
crucial step is the selection of a sufficiently powerful and flexible technology for simulating the
system’s operation in a real environment. According to Chen et al. [15], one such technology is
ArduPilot SITL, open-source autopilot software that allows the simulation of the control process
for various types of unmanned vehicles, including drones. It provides access to a wide range of
functionalities such as UAV mission planning, autonomous takeoff and landing, GPS waypoint
navigation, and more. Thanks to ArduPilot, critical points of the system and the possibility of
its further physical implementation can be easily assessed.

ArduPilot SITL also allows to monitor the position of a simulated quadcopter on an interactive
map with satellite images, which comes very handy when looking on the actual navigation
path in the cities.

Figure 2: ArduPilot SITL Map view with multiple simulated quadcopters [16].
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3.3. Route building subprogram

The code blocks below show the final path finding code which was developed during the
research work. It utilizes Q-Learning – a popular approach of reinforced learning that allows an
agent to effectively learn efficient routes based on the given transportation costs in the graph.
By tuning the hyperparameters the code was optimized to work reliably on any given set of
waypoints.

The two main functions of a Q-Learning agent are the ones responsible for choosing an
action and learning the consequences of executing a chosen action. Depending on a random
choice and the current exploration probability (which decreases after each learning epoch) the
agent will either choose a random action available from the current state, or utilize an action
which brought the most reward during past iterations. On the each subsequent episode it will
less likely explore the new moves and will instead exploit the collected route building data that
is stored in his Q-table.

def choose_action(self, state):
if np.random.uniform(0, 1) < self.exploration_prob:

return np.random.choice(self.num_actions) # Explore
else:

return np.argmax(self.q_table[state, :]) # Exploit

In order to remember the efficiency of all the action combinations, the agent is updating its
Q-Table after taking each action by comparing the predicted outcome based on the past runs
with the real reward obtained after the latest move.

def learn(self, state, action, reward, next_state):
predict = self.q_table[state, action]
target = reward + self.discount_factor *

np.max(self.q_table[next_state, :])
self.q_table[state, action] += self.learning_rate *

(target - predict)

The overall learning process consists of moving across the graph and calculating the total cost
of a route, repeating until a given amount of episodes (epochs) is not completed. By collecting
the different rewards the agent is able to successfully learn the valid behavior that is leading
him to maximum reward, thus finding the most optimal route.

# Make agent learn the graph for given episodes count
for episode in range(max_episodes):

state = start
total_reward = 0
visited_nodes = []

# While all necessary nodes are not visited
while len(visited_nodes) != len(nodes_to_visit):
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# Choose a random move or exploit known data
action = agent.choose_action(state)
next_state = action

# Add a negative reward for revisiting the same waypoint
if action == state:

reward = -100
else:

# Negative cost for shortest path
reward = -graph[state, action]

# Slightly increase the reward when agent visits a route he
# had to visit and didn’t visit yet
if next_state in nodes_to_visit and

not (next_state in visited_nodes):
reward *= 0.001
visited_nodes.append(next_state)

elif next_state in visited_nodes:
# Add a negative reward for revisiting the same waypoint
reward -= 100

agent.learn(state, action, reward, next_state)
state = next_state
total_reward += reward

# Decay exploration probability
agent.exploration_prob *= agent.exploration_decay

After the agent is done learning it is building the final path once again, which will eventually
be the most efficient one, based on the pre-set hyperparameters and reward calculation logic.

# Graph array represents the costs for traveling from
# node A to B (graph[A][B])
graph = np.array([

[0, 50, 20, 30, 40],
[50, 0, 10, 30, 80],
[20, 10, 0, 40, 10],
[30, 30, 40, 0, 20],
[40, 80, 10, 20, 0]

])

start = 0
nodes_to_visit = [4, 2] # Destination routes
visited_nodes = []
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path = [start]
while len(visited_nodes) != len(nodes_to_visit):

# Choose new actions until all nodes_to_visit are visited
action = agent.choose_action(path[-1])
if action in nodes_to_visit:

visited_nodes.append(action)
path.append(action)

print("Shortest Path:", path)

The example graph used in the code is assuming each waypoint is accessible from any
other waypoint and the travel cost is the same when moving in both directions. In reality
the departments graph could be dynamically generated by modifying the costs regarding the
weather and wind directions, thus also optimizing the route built for the real world conditions.
The agent itself could also utilize the drones battery level, maximum travel distance left, total
cargo capacity and multi-package delivery optimizations in his reward system to even better
improve the UAV path for maximum productivity.

4. Conclusion

The research allowed us to examine the overall aspects of drone delivery system creation. After
analyzing the existing commercial systems and research in the area we were able to determine
the crucial aspects of such systems and develop the necessary architecture. The key focus

Figure 3: Examples of the user interface of the developed client application.
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was given to the route planning algorithm that should create a valid path between start and
destination location through a given set on departments (waypoints).

A backend and mobile applications were developed to be used by both regular users and
delivery managers. The developed mobile app screenshots are displayed in figure 3.

In order to properly test all the system aspects, the drone flights were simulated in the
ArduPilot SITL environment. This will also allow to directly apply the developed code to the
UAVs running ArduPilot flight controller firmware.

Speaking of further development, the reinforced learning agent used for path finding can
be improved by including different aircraft sensor data and environment conditions into the
calculations. This will allow to embed such aspects as the payload weight, battery level or wind
speed before the flight or even during the flight itself to better navigate the drone through the
area.

The developed system had shown itself as a well working prototype that is easy to adapt and
scale according to the desired conditions and requirements.
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Implementing E2E tests with Cypress and Page Object
Model: evolution of approaches
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Yuriy Fedkovych Chernivtsi National University, 2 Kotsiubynskoho Str., Chernivtsi, 58002, Ukraine

Abstract
This article shows eight approaches how to construct Cypress tests using POM. The connections between
them are stressed as their evolution while writing code developing E2E tests. The authors highlight
advantages and disadvantages of the approaches and offer the solution of problems. This article can be
used both as a combined overview of different approaches and as a manual for those who are struggling
to write tests with Cypress in a better way.
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Cypress JS, Page Object Model, POM design pattern, automation testing, E2E tests

1. Introduction

Suppose we have a problem to cover the functionality of certain website with automation tests.
For instance we can consider the website https://www.saucedemo.com/v1/index.html without
loss of generality. The website is devoted to illustrating of different test cases that occur during
unsuccessful login process. It contains the form with username and password fields to get the
access to the next page, and in case of unsuccessful log in, the error message with corresponding
text is shown. This website is convenient to be used as a model example for all typical flows of
users behaviour that could be covered by tests with a minimum amount of effort.

Successful login without any doubt as a positive test case means inputting correct username
and password. Negative tests occur when a user is left on the same page and an appropriate
error message is shown. It can happen when a user enters an empty or wrong username or
password. Different tests can be considered to cover those cases. However, taking into account
that most of developed tests are quite similar and optimising the cases authors demonstrate
only valuable and significant of them in this article. More test cases can be found in the project
repository at https://github.com/InaKrasnokutska/CypressPOM. To run the solution you just
need to pull and run npm i to setup dependencies, and later npm run cy:open to see how it
works.

Cypress is chosen to demonstrate how to create tests in different manners. All pros and cons
of each approach are analysed and highlighted. There is a lack of good resources on the Internet
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Figure 1: Test cases you can find at https://github.com/InaKrasnokutska/CypressPOM and run in
Cypress.

about usage of the Page Object design pattern in Cypress Cypress [1], and each resource shows
only one point of view and it is hard to understand the correlation between them.

2. Main results

All possible variations of implementing Page Object Model (POM) are constructed in this article.
It happens when a locked out user enters his/her username and password and receives an
appropriate error message.

Figure 2: Error message the locked out user tries to log in.

Other test cases can be found at https://github.com/InaKrasnokutska/CypressPOM. In the
next subsections we will discuss 9 approaches to organise selected test case. For convenience
and quick search of files with tests (specs) in the repository they have names according to
subsection numbers in this article where they are discussed.

2.1. Tests without POM

Before diving into the Page Object design pattern, let us create a Cypress test without it.
According to this decision the code appears very strict forward because in the spec file we

need to prescribe the interaction with each DOM element of the page. This interaction is done
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Figure 3: Spec’s names corresponding to subsections where they were discussed.

with the help of the function cy.get() that locates an element with the corresponding selector
of the element passed into it as the parameter.

Next we emulate the user’s action by typing username and password and clicking the button
(.type() and .click() functions). At the end of the scenario we validate the error message using
.should() function for assertion.

Listing 1: File spec_2.1.cy.js
d e s c r i b e ( ’CHECK  SWAG LABS  LOG  IN  WITHOUT  POM 2 . 1 ’ , ( ) => {

i t ( ’ V a l i d a t e  l o c k e d  out  u s e r ’ , ( ) => {
cy . g e t ( ’ # user −name ’ ) . type ( ’ l o c k e d _ o u t _ u s e r ’ ) ;
cy . g e t ( ’ # password ’ ) . type ( ’ s e c r e t _ s a u c e ’ ) ;
cy . g e t ( ’ # l o g i n − b u t t o n ’ ) . c l i c k ( ) ;
cy . g e t ( ’ [ data − t e s t =" e r r o r " ] ’ ) . shou ld ( ’ be . v i s i b l e ’ )

. and ( ’ c o n t a i n . t e x t ’ ,
’ Ep i c  s a d f a c e :  Sorry ,  t h i s  u s e r  has  been  l o c k e d  out . ’ ) ;

} ) ;
} ) ;

This approach lets us to obtain expected result of testing but in the same time it does not fit
list of quality criteria [2] because of

• complexity of maintenance and updating,
• level of duplication increase dependent on covered scenarios growth,
• violation of principles: KISS, DRY, SOLID etc.

2.2. Tests with POM using selectors for elements

For improving the code above let us use the Page Object design pattern and update the code
according to style used in Selenium/Java [3].
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2.2.1. POM using selectors

First of all, we describe the class that contains selectors of elements in variables. Then, im-
plementing functions and locators we use selectors predefined in variables. Here locators are
implemented with cy.get() help and are used to perform actions on page.

Listing 2: File login_2.2.1.page.js
c l a s s MainPage {

u s e r n a m e I n p u t S e l e c t o r = ’ # user −name ’ ;
p a s s w o r d I n p u t S e l e c t o r = ’ # password ’ ;
l o g i n B u t t o n S e l e c t o r = ’ # l o g i n − b u t t o n ’ ;
e r r o r M e s s a g e S e l e c t o r = ’ [ data − t e s t =" e r r o r " ] ’ ;

typeUsernameInput ( username )
{ cy . g e t ( t h i s . u s e r n a m e I n p u t S e l e c t o r ) . type ( username ) ; }

t y p e P a s s w o r d I n p u t ( password )
{ cy . g e t ( t h i s . p a s s w o r d I n p u t S e l e c t o r ) . type ( password ) ; }

c l i c k L o g i n B u t t o n ( )
{ cy . g e t ( t h i s . l o g i n B u t t o n S e l e c t o r ) . c l i c k ( ) ; }

checkEr rorMessage ( message )
{ cy . g e t ( t h i s . e r r o r M e s s a g e S e l e c t o r ) . shou ld ( ’ be . v i s i b l e ’ )

. and ( ’ c o n t a i n . t e x t ’ , message ) ; }
}
module . e x p o r t s = new LoginPage ( ) ;

As a result spec file will take the following form.

Listing 3: File spec_2.2.1.cy.js
import l o g i n P a g e from " . . / pages / l o g i n _ 2 . 2 . 1 . page " ;

d e s c r i b e ( ’CHECK  SWAG LABS  LOG  IN  WITH  POM 2 . 2 . 1 ’ , ( ) => {
i t ( ’ V a l i d a t e  l o c k e d  out  u s e r ’ , ( ) => {

l o g i n P a g e . typeUsernameInput ( ’ l o c k e d _ o u t _ u s e r ’ ) ;
l o g i n P a g e . t y p e P a s s w o r d I n p u t ( ’ s e c r e t _ s a u c e ’ ) ;
l o g i n P a g e . c l i c k L o g i n B u t t o n ( ) ;
l o g i n P a g e . checkErrorMessage ( ’ Ep i c  s a d f a c e :  "  +

     ’ Sorry , t h i s u s e r has been l o c k e d out . ’ ) ;
 } ) ;

Considering pros and cons of this approach, we can say that it isolates the logics of selecting
elements apart from processing scenarios. This isolation improves disadvantages illuminated in
the previous approach. At the same time this approach has disadvantage because assertions are
performed by class methods, and it is better to leave assertions in the spec file.
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2.2.2. POM using getter for error message

Thus, the next step of optimization is extension of class functionality for providing a possibility
to make assertions within the spec file.

With this aim, let us define a function in class that will give access to the element, a kind of
getter for error messages.

Listing 4: File login_2.2.2.page.js
g e t E r r o r M e s s a g e ( )

{ return cy . g e t ( t h i s . e r r o r M e s s a g e S e l e c t o r ) ; }

Listing 5: File spec_2.2.2.cy.js
import l o g i n P a g e from " . . / pages / l o g i n _ 2 . 2 . 2 . page " ;

d e s c r i b e ( ’CHECK  SWAG LABS  LOG  IN  WITH  POM 2 . 2 . 2 ’ , ( ) => {
i t ( ’ V a l i d a t e  l o c k e d  out  u s e r ’ , ( ) => {

l o g i n P a g e . typeUsernameInput ( ’ l o c k e d _ o u t _ u s e r ’ ) ;
l o g i n P a g e . t y p e P a s s w o r d I n p u t ( ’ s e c r e t _ s a u c e ’ ) ;
l o g i n P a g e . c l i c k L o g i n B u t t o n ( ) ;
l o g i n P a g e . g e t E r r o r M e s s a g e ( ) . shou ld ( ’ be . v i s i b l e ’ )

. and ( ’ c o n t a i n . t e x t ’ ,
’ Ep i c  s a d f a c e :  Sorry ,  t h i s  u s e r  has  been  l o c k e d  out . ’ ) ;

} ) ;

As a result of optimisation we obtained improvement of code. However, at the same time, the
code is still not uniformed, as one element on the page has accessor function, and others do not
have. Code can be understood better when we suppose that the necessity to call those elements
directly in a spec file exists. For instance, when we need to verify that in case of unsuccessful
username input the element changes its style (red color etc.).

2.2.3. POM using getters for all elements

Let us eliminate the shortcomings of the previous version and define functions for access to
each page element.

Listing 6: File login_2.2.3.page.js
c l a s s MainPage {

u s e r n a m e I n p u t S e l e c t o r = ’ # user −name ’ ;
p a s s w o r d I n p u t S e l e c t o r = ’ # password ’ ;
l o g i n B u t t o n S e l e c t o r = ’ # l o g i n − b u t t o n ’ ;
e r r o r M e s s a g e S e l e c t o r = ’ [ data − t e s t =" e r r o r " ] ’ ;

ge tUsernameInput ( ) { return cy . g e t ( t h i s . u s e r n a m e I n p u t S e l e c t o r ) ; }
g e t P a s s w o r d I n p u t ( ) { return cy . g e t ( t h i s . p a s s w o r d I n p u t S e l e c t o r ) ; }
g e t L o g i n B u t t o n ( ) { return cy . g e t ( t h i s . l o g i n B u t t o n S e l e c t o r ) ; }
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g e t E r r o r M e s s a g e ( ) { return cy . g e t ( t h i s . e r r o r M e s s a g e S e l e c t o r ) ; }
typeUsernameInput ( username )

{ t h i s . ge tUsernameInput ( ) . type ( username ) ; }
t y p e P a s s w o r d I n p u t ( password )

{ t h i s . g e t P a s s w o r d I n p u t ( ) . type ( password ) ; }
c l i c k L o g i n B u t t o n ( )

{ t h i s . g e t L o g i n B u t t o n ( ) . c l i c k ( ) ; }
}
module . e x p o r t s = new LoginPage ( ) ;

Tests in spec_2.2.3.cy.js file are the same as in spec_2.2.2.cy.js file. At the same time, the
new version contains more functionality for further extension and can cover bigger amount of
user behavior scenarios with slight updates.

Evaluating the code, we observe that it currently seems overloaded with functions. That
happens because we keep separately selectors of each element and create distinct functions to
access each element that with help of selectors return us the locators of elements.

2.3. Tests with POM using locators for elements

One of the methods to simplify and optimise the code is the union of selectors and locators. It
can be done because out of class only wrapped elements are used to perform actions on them.
That is why there is no sense to keep distinct properties only for selectors.

2.3.1. POM using named functions as locators

Let us delete from the previous variant all the variables for selectors and strictly pass selectors
as arguments in cy.get(). Each locator is obtained as a method that returns the element.

Listing 7: Part of file login_2.3.1.page.js
ge tUsernameInput ( ) { return cy . g e t ( ’ # user −name ’ ) ; }
g e t P a s s w o r d I n p u t ( ) { return cy . g e t ( ’ # password ’ ) ; }
g e t L o g i n B u t t o n ( ) { return cy . g e t ( ’ # l o g i n − b u t t o n ’ ) ; }
g e t E r r o r M e s s a g e ( ) { return cy . g e t ( ’ [ data − t e s t =" e r r o r " ] ’ ) ; }

We obtain 4 getter functions and focus on the necessary functionality. Then when we work
with functions (typeUsernameInput(), typePasswordInput(), clickLoginButton()), we use
the predefined locators of this class.

As a consequence the tests in spec_2.3.1.cy.js look the same as ones in spec_2.2.2.cy.js and
work as well.

2.3.2. POM with anonymous functions as locators

Another way to define methods is the usage of anonymous functions. Function expressions are
not hoisted, which means it is created only when the execution flow reaches it and can be used
from that moment onwards.
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Listing 8: Part of file login_2.3.2.page.js
ge tUsernameInput = f u n c t i o n ( ) { return cy . g e t ( ’ # user −name ’ ) ; }
g e t P a s s w o r d I n p u t = f u n c t i o n ( ) { return cy . g e t ( ’ # password ’ ) ; }
g e t L o g i n B u t t o n = f u n c t i o n ( ) { return cy . g e t ( ’ # l o g i n − b u t t o n ’ ) ; }
g e t E r r o r M e s s a g e = f u n c t i o n ( )

{ return cy . g e t ( ’ [ data − t e s t =" e r r o r " ] ’ ) ; }

The same as in the previous case, tests do not have changes (tests in spec_2.2.3.cy.js are the
same as in spec_2.2.2.cy.js).

2.4. Tests using POM using locators in elements object

The usage of previous approach does not make semantic separation between different parts
of the Page Object file, that is why we can perform aggregation and place locators into the
elements object thereby dividing the functions into two groups: functions devoted to access
elements and functions devoted to actions.

2.4.1. POM using locators as functions in elements object

Let us use getters names as the keys and locators functions as the values in elements.

Listing 9: File login_2.4.1.page.js
c l a s s MainPage {

e l e m e n t s = {
ge tUsernameInput : f u n c t i o n ( ) { return cy . g e t ( ’ # user −name ’ ) ; } ,
g e t P a s s w o r d I n p u t : f u n c t i o n ( ) { return cy . g e t ( ’ # password ’ ) ; } ,
g e t L o g i n B u t t o n : f u n c t i o n ( )

{ return cy . g e t ( ’ # l o g i n − b u t t o n ’ ) ; } ,
g e t E r r o r M e s s a g e : f u n c t i o n ( )

{ return cy . g e t ( ’ [ data − t e s t =" e r r o r " ] ’ ) ; }
}
typeUsernameInput ( username )

{ t h i s . e l e m e n t s . ge tUsernameInput ( ) . type ( username ) ; }
t y p e P a s s w o r d I n p u t ( password )

{ t h i s . e l e m e n t s . g e t P a s s w o r d I n p u t ( ) . type ( password ) ; }
c l i c k L o g i n B u t t o n ( )

{ t h i s . e l e m e n t s . g e t L o g i n B u t t o n ( ) . c l i c k ( ) ; }
}
module . e x p o r t s = new LoginPage ( ) ;

According to this approach we refer firstly to the elements object and then to corresponding
function every time we need to refer to the locators functions in code of action functions. Similar
style we need to keep in the spec code also.

Listing 10: File spec_2.4.1.cy.js
import l o g i n P a g e from " . . / pages / l o g i n _ 2 . 4 . 1 . page " ;
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d e s c r i b e ( ’CHECK  SWAG LABS  LOG  IN  WITH  POM 2 . 4 . 1 ’ , ( ) => {
i t ( ’ V a l i d a t e  l o c k e d  out  u s e r ’ , ( ) => {

l o g i n P a g e . typeUsernameInput ( ’ l o c k e d _ o u t _ u s e r ’ ) ;
l o g i n P a g e . t y p e P a s s w o r d I n p u t ( ’ s e c r e t _ s a u c e ’ ) ;
l o g i n P a g e . c l i c k L o g i n B u t t o n ( ) ;
l o g i n P a g e . e l e m e n t s . g e t E r r o r M e s s a g e ( ) . shou ld ( ’ be . v i s i b l e ’ )

. and ( ’ c o n t a i n . t e x t ’ ,
’ Ep i c  s a d f a c e :  Sorry ,  t h i s  u s e r  has  been  l o c k e d  out . ’ ) ;

} ) ;
} ) ;

This approach can be found on some legacy projects or on projects not supporting modern
stack.

2.4.2. POM using arrow functions as locators in elements object

Analyzing a block of elements we can note that it contains a long construction function() {
return . . . } and the idea to shorten or optimize it appears. It can be done if the project uses
standard JavaScript EcmaScript 6 or higher. Then, using arrow functions syntax we can
obtain a more concise look of code.

Listing 11: Part of file login_2.4.2.page.js
e l e m e n t s = {

ge tUsernameInput : ( ) => cy . g e t ( ’ # user −name ’ ) ,
g e t P a s s w o r d I n p u t : ( ) => cy . g e t ( ’ # password ’ ) ,
g e t L o g i n B u t t o n : ( ) => cy . g e t ( ’ # l o g i n − b u t t o n ’ ) ,
g e t E r r o r M e s s a g e : ( ) => cy . g e t ( ’ [ data − t e s t =" e r r o r " ] ’ )

}

Due to point localization of the file, no updates needed for tests in spec_2.4.2.cy.js (they
look the same as in spec_2.4.1.cy.js).

Investigating available articles on this topic we found out that most of the resources on the
Internet recommend writing code with POM as it is shown in this subsection. However, in most
cases they use incorrect names for functions in the elements object. The emphasis is on the
subject and not on performing an action over the subject (verbs get, take etc. are omitted), for
instance usernameInput(), loginButton(). When we need to refer to the part of elements in
the tests definitely we want to name the elements as a noun, but round brackets for function
call cannot be omitted. In that way code looks incomprehensible and weird violating name
convention (loginPage.elements.errorMessage().should(’be.visible’)).

On the one hand this kind of names has benefits because they are used to denote locators
of elements. But on the other hand it has the drawback: this part of code is performing some
action and first of all it is a function and it should respect the name conventions for functions.
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2.5. Tests with POM using assessor properties

The drawback described above can be avoided by using assessor properties. They are property
getters, new types of properties (along with the regular data properties). They are essentially
functions that execute on getting value, but look like regular properties to an external code.
“getter” methods are accessor properties . In an object literal they are denoted by get. Descriptor
for accessor properties has get – a function without arguments, that works when a property is
read.

Listing 12: File login_2.5.page.js
c l a s s MainPage {

g e t usernameInput ( ) { return cy . g e t ( ’ # user −name ’ ) ; }
g e t pas sword Input ( ) { return cy . g e t ( ’ # password ’ ) ; }
g e t l o g i n B u t t o n ( ) { return cy . g e t ( ’ # l o g i n − b u t t o n ’ ) ; }
g e t e r r o r M e s s a g e ( ) { return cy . g e t ( ’ [ data − t e s t =" e r r o r " ] ’ ) ; }

typeUsernameInput ( username )
{ t h i s . usernameInput . type ( username ) ; }

t y p e P a s s w o r d I n p u t ( password )
{ t h i s . pas sword Input . type ( password ) ; }

c l i c k L o g i n B u t t o n ( )
{ t h i s . l o g i n B u t t o n . c l i c k ( ) ; }

}
module . e x p o r t s = new LoginPage ( ) ;

Listing 13: File spec_2.5.cy.js
import l o g i n P a g e from " . . / pages / l o g i n _ 2 . 5 . page " ;
d e s c r i b e ( ’CHECK  SWAG LABS  LOG  IN  WITH  POM 2 . 5 ’ , ( ) => {

i t ( ’ V a l i d a t e  l o c k e d  out  u s e r ’ , ( ) => {
l o g i n P a g e . typeUsernameInput ( ’ l o c k e d _ o u t _ u s e r ’ ) ;
l o g i n P a g e . t y p e P a s s w o r d I n p u t ( ’ s e c r e t _ s a u c e ’ ) ;
l o g i n P a g e . c l i c k L o g i n B u t t o n ( ) ;
l o g i n P a g e . e r r o r M e s s a g e . shou ld ( ’ be . v i s i b l e ’ )

. and ( ’ c o n t a i n . t e x t ’ ,
’ Ep i c  s a d f a c e :  Sorry ,  t h i s  u s e r  has  been  l o c k e d  out . ’ ) ;

} ) ;

The getter works when errorMessage is read in spec. From the outside, an accessor property
looks like a regular one. That’s the idea of accessor properties. We don’t call errorMessage as
a function, we read it normally: the getter runs behind the scenes.

A minor drawback of this approach is that sometimes it is necessary to pass a parameter
to the locator functions (for example referring to the i-th row of the table), then we need to
combine the use of ordinary functions and assessor properties.
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3. Conclusions

This article shows eight approaches how to construct Cypress tests using POM. The connections
between them are stressed as their evolution while writing code developing E2E tests. Project
using approaches highlighted in first subsections still can be found on the Internet while studying
how to write tests with Cypress JS. The authors highlight advantages and disadvantages of the
approaches and offer the solution of problems. This article can be used both as a combined
overview of different approaches and as a manual for those who are struggling to write tests
with Cypress in a better way. For further investigation other patterns and solutions like Cypress
commands, aliases, application actions, could be discovered.
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Abstract
This article explores the design of a Python learning game application, presenting outcomes in meeting its
objectives. The study involves an analysis of various experiences in game-based learning, leading to the
substantiation of requirements and the development of a model for the application. The authors identified
the basic requirements for a game application, such as relevance to educational objectives, incorporation
of game mechanics, the ability to write and debug code in the application, individualized passing of the
game, and the ability to report and rate learning outcomes of students. The authors identified the basic
requirements for a game application, such as relevance to educational objectives, incorporation of game
mechanics, the ability to write and debug code in the application, individualized passing of the game,
and the ability to report and rate learning outcomes of students. Unity3D emerges as the chosen engine
following comparative analysis, considering graphic development, interaction, and user-friendliness.
The authors of the article described their own experience in developing the PythonLeaner game. The
designing process of this game emphasises the incorporation of game elements with both test and
open-ended tasks to enhance programming education. The paper contains some fragments of the game
workspace and code of a gaming application. The PythonLeaner’s game limitations of the game and
further directions for overcoming them for improving the application are indicated.

Keywords
game-based learning, game engine, Unity, Unreal Engine, CryEngine, game, game development,

1. The problem statement

Today, in the digital age, artificial intelligence game-based educational tools are widely used.
Teachers use them as desktop and mobile applications, cloud services, LMS modules, etc. [1, 2]

The design of game applications to teach many science subjects especially computer science
offers significant benefits, making it highly relevant for several reasons. First of all by utilising
game applications for educational purposes, instructors are able to capture and sustain pupils’
interest and motivation, simplifying the process of immersion into the subject matter [3]. Fur-
thermore, game-based learning promotes active engagement, providing an effective method to
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encourage student participation [4]. Students should participate in the game, solve problems and
make decisions to encourage hands-on, experiential learning, which is a key aspect of mastering
programming concepts. Games commonly require problem-solving, logic, algorithms, and
critical thinking [5]. They are fundamental skills in science learning and programming. Game
applications have the ability to simulate real-life scenarios and challenges that programmers
are likely to face in their future careers. This feature helps students to connect theoretical
knowledge with practical application. Games offer prompt feedback, allowing students to
observe the consequences of their choices and make necessary modifications. This iterative
learning process is in line with the problem-solving nature of programming. Many games
feature a gradual difficulty curve, enabling students to begin with simple tasks and gradually
advance to more intricate challenges. This approach mirrors the incremental learning method
often used in programming [6].

Multiplayer modes of modern games can facilitate the development of teamwork and commu-
nication skills, which are vital in software development and real-world projects. Competitive
games can inspire productive competition, motivating players to enhance their abilities [7].
Self-paced learning is also a key component of this approach. Game-based learning enables
self-paced learning, enabling learners to progress through the content at their own speed, thus
accommodating diverse learning styles and abilities. Some game-based platforms include coding
elements, which allow learners to script or modify game behaviour. This hands-on exposure to
coding strengthens programming concepts and syntax. Game-based learning can offer increased
accessibility as it caters to a range of learning styles and can be tailored to suit different abilities
and skill levels [8]. Moreover, it can provide better retention of information over the long-term.
When students derive enjoyment from the learning experience, they tend to remember and
employ what they have learned more effectively.

Although numerous ready-made tools are available on the internet [9], the issue of creating
new instances remains relevant. So the aim of this research is to develop a model of a game
application for learning Python. To achieve this, the following tasks need to be solved:

1. Analyse the experience of using game applications in teaching programming.
2. Describe the requirements for the application and design its model.
3. Select tools for application development.
4. Describe and analyse the key points of application development.

2. The model of the game application for learning Python

Based on extensive research by Priyaadharshini et al. [10], Kroustalli and Xinogalos [11],
Papadakis et al. [12], Osadcha and Osadchyi [13], Yatsenyak et al. [14] it can be concluded that
powerful learning game applications must meet specific, key requirements.

• The application should possess well-defined educational objectives, including imparting
knowledge of programming concepts, problem-solving abilities, and coding languages, in
accordance with established academic standards.

• The application should have elements of gamification. It is necessary to incorporate
game mechanics, including challenges, rewards and progression systems, to enhance the
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learning experience by making it engaging and enjoyable. Therefore, the game should be
based on an engaging narrative or storyline that contextualises the learning content in
the game.

• The application should be in a Hands-on style. For example offers chances for learners to
write and debug code within the application. It is advisable to integrate coding challenges,
puzzles, or issues that necessitate learners to put programming principles into practice.

• The game should be played individually by each student. To develop programming skills,
the game should be played over several levels of increasing complexity. The tasks should
comprehensively cover a range of programming concepts, from basic syntax to more
advanced ideas, catering to the intended audience.

• Additionally, the learning application utilizes analytics and reporting to provide insightful
measures of progress. Provide educators and learners with performance data and identify
areas for improvement.

• It would be good if the app is available across multiple platforms (web, mobile, and desktop)
to maximize the potential audience. In particular, the game must perform effectively on
various screen sizes and devices.

• The application should permit users to access and learn from the application offline,
allowing it to be utilized in regions with limited or no internet connectivity.

To develop the game model, the content, goal, objective, tasks and scheme of passing this
game were developed. The aim of the game is to facilitate game-based learning [11, 15, 16] for
first-year students taking the Python programming course. The PythonLeaner game we are
developing should provide the student with several modes. They are implemented by menu
items such as:

1. New game.
2. Continue.
3. Shop.
4. Exit.

The model of the game is shown in figure 1.
The item “New game” displays to the user a greeting. It introduces the player to the purpose

of the game and introduces its rules. The next screen shows an assistant who will accompany
the player throughout the game. The assistant has the appearance of a stylized snake and
familiarizes the player with the game process in more detail. As can be seen from figure 1 the
PythonLeaner game provides completing by users several levels (stages). There are 3 tasks in
each level. After successful completion of each of the tasks points are awarded to the student.
At any moment of the game, the player can open a “shop” purchase a computer upgrade and
stylize its appearance.

If the player gives an incorrect answer during the tasks, the assistant will provide a hint that
will help to get to the correct answer. The game process consists of theory and practice, the
incentive element is that the player receives points after correct answers, which can be spent
on the graphic design of the working environment.

During the game, the player has some options such as improving the appearance of his/her
own computer. In particular, he/she can buy PC peripherals of a different appearance and can
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Figure 1: The model of the PythonLeaner game.

change the output devices (monitor, mouse, keyboard) the terminal font and the background of
the working environment.

Moreover, it implemented an element of computer freezing. At the start levels, the user’s
computer freezes when processing the answer to a test question. The performance of the
computer can be increased in the store by using the collected points. Finally, after completing
all the levels, the player can get an infinite number of points and can switch between all the
allowed interfaces. All player results are stored in the cloud. They are used to generate a ranking
(figure 2), which is also available to players.

This approach makes it possible to implement a competitive approach to learning program-
ming.

3. Programming environments for developing game applications

Each game is developed on a specific game engine and unified according to specific tasks. Action
games are among the most popular [17]. This genre has a lot of subgenres such as platform
games, fighting games, and, of course, shooting or shooters, which have not lost their popularity
since the 1990s. This genre also includes arcade games, survival, sports games, simulators,
and racing. The next most popular voluminous genre with a large number of subgenres is
strategies. Strategies are economic, defensive towers, military, card. And the last of the most
popular genres of games are role-playing games or RPGs [18]. These include such subgenres as
educational, adventure, quests, puzzles, browser games, network text and network role-playing
games. The game we are designing can be categorised as an educational quest.
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Figure 2: The rating of PythonLeaner’s gamers.

Let’s consider in more detail some engines for creating games such as Unity, Unity3D, and
CryEngine [19]. Unity environment makes it very convenient to use a 2D template to quickly
start working on a project. This template is accessible via the Unity Hub and features default
configurations, such as [20, 21].

1. A default scene that uses 2D mapping and contains the camera in orthographic mode with
a single-colour sweep of the previous frame (not a Skybox, as is typical for 3D projects).

2. The editor is set to 2D mode by default, so new texture assets are imported as Sprites.
3. The global lighting mechanism is disabled.
4. A number of installed packages, including 2D Animation, 2D Pixel Perfect, 2D PSD

Importer and 2D SpriteShape, as well as required dependencies.

Unity allows you to develop games for various platforms such as Windows, macOS, Linux,
Android, iOS, Xbox and PlayStation consoles, virtual reality and others. This engine supports
several programming languages, including C# and JavaScript. Engine has a large and active
developer community, and there are plenty of resources such as forums, tutorials, and docu-
mentation to help you solve problems and learn new things. Unity provides a free version for
small teams and independent developers. This promotes the spread of the engine and allows
startups and individual developers to effectively enter the game development industry.

The platform is constantly being updated. Its developers adding new features and improve-
ments. The regular update releases allow programmers to take advantage of the latest features.
Unity provides powerful tools for working with graphics and animation, including realistic
lighting effects, a particle system, and tools for modeling 3D scenes. Unity supports virtual
reality and augmented reality well, allowing developers to create immersive games and applica-
tions for a variety of devices. The platform has become one of the most popular game engines.
It is so due to its affordability, powerful tools, and extensive opportunities for developers. The
advantages of this engine are:

• profitable solution from a financial point of view, since there is a free version of the
program;
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• easy mastering of the engine thanks to a wide selection of video lessons on the Internet;
• a fairly wide community between engine developers and users, so developers quickly

correct errors and shortcomings in its operation.

A drawback of Unity is the amount of space that any game written using this engine takes
up. For example, even a simple pixel computer game takes up quite a lot of computer RAM. The
Cities Skylines, Hearthstone, Call of Duty and others well known games have been developed
using Unity.

Unreal Engine is a powerful game engine used to develop video games and interactive virtual
environments. Drivers are trying to make the most efficient use of computer architecture to
optimize their driver’s performance. Since 2015, Unreal Engine 4 has become free for game
developers. Known for its powerful graphics and photorealistic rendering quality, this engine
uses its own rendering engine that supports various lighting effects and shaders. Unreal Engine
uses the C++ for game logic and development. Users can use either C++ or the built-in scripting
language Blueprint. The second one is a visual programming language. The platform allows
developers to create games for various platforms, including Windows, macOS, Linux, Android,
iOS, Xbox and PlayStation consoles. There is extensive documentation and tutorials to help
developers learn and improve their skills. Unreal Engine supports virtual and augmented reality
well. It provides tools to create impressive VR games and applications [22]. Unreal Engine is
free to use. Game developers only pay if their product is successful in the marketplace. The
advantages of this engine are:

• a large community of developers and, as a result, a considerable number of video materials
to illustrate the development process;

• item technical support at a fairly high level;
• debugged update mechanism;
• at least one new tool for work is added during each update;
• a large set of tools for creating animations.

However, there are also drawbacks to using Unreal Engine, including its unsuitability for
developing simplistic games and the requirement to pay a five percent tax after the game
becomes profitable.
CryEngine is a commercial game engine from Crytek. This engine offers a large set of tools

for creating a real-time PC game. Planform contains many advanced graphics, physics and
animation technologies, as well as many gameplay improvements. CryEngine is famous for its
impressive graphics and detailing of large open worlds. It uses a powerful rendering engine and
supports a wide range of impressive effects such as shadows and lighting. Platform supports
virtual reality, allowing developers to create immersive VR projects and games [23]. Engine
specializes in creating large, open and immersive worlds that allow players to freely explore
the game. CryEngine supports game development for various platforms such as PC, Xbox and
PlayStation consoles. Engine has a large developer community and documentation to help
beginners and professionals use the engine. CryEngine has been used to create famous games
such as Far Cry, Crysis, and the Robinson: The Journey series. The engine includes a powerful
physics system that allows you to realistically simulate the movement and interaction of objects
in the game. CryEngine is defined by its ability to create stunning open worlds and realistic
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graphics. This makes it popular with developers looking to create the most immersive gameplay
experiences. Game developers and researchers highlight the following advantages of this engine
[24, 25]:

• some functions such as Flowgraph and Fmod provide to developers with excellent graph-
ics;

• the platform provides simple mechanisms for creating artificial intelligence;
• this engine is more advantageous in terms of water and weather effects, which can make

it suitable for games with realistic atmosphere;
• support for realistic modeling of destruction and object physics, which can be useful for

creating interactive and dynamic game worlds.

Among the drawbacks, significant ones include enduring prolonged wait times for technical
support with the free version, a community of users growing at a sluggish pace, and obsolete or
absent documentation for numerous modules [26].

Table 1
Comparison of game engines Unity3D, Unreal Engine, CryEngine.

Criterion Unity3D Unreal Engine CryEngine

Ease of learning High Average High
Cost Free Free License
Community and support Big and active Big and active Present
Extensions and modding Yes Yes Yes
Compatibility and ecosys-
tem

Universal Wide functionality Universal

Multi-platform Yes Yes Yes
Productivity and optimiza-
tion

Depends on the de-
veloper

Depends on the de-
veloper

Capable of optimiza-
tion

Multiplayer and network
support

Yes Yes Yes

Artificial Intelligence Yes Yes Yes

Based on the data from table 1, we have selected the Unity3D platform for developing the
PythonLeaner game.

4. Analysis of key points of the game development

The development of the game took place in several stages, including the design of scenes
(greetings, shop, selection of levels, etc.), filling of scenes, creation of scripts for transition
between scenes, selection of levels, and creation of level scenes. When logging into the game,
the user has the option to register and start a new game. Players who are already registered can
log in with their login and password and resume the game from the level they have previously
completed. User data, including login and password, as well as their rating, are stored using
Firebase web hosting. Firebase is Google’s mobile and web development platform that assists
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Figure 3: Rating saved in Firebase.

developers in building and scaling software products. The database for storing the rating
required the installation of the SDK (FirebaseDatabase.unitypackage), as shown in the figure 3.

The game also has an option to choose the language of the interface. Users can switch
between Ukrainian and English interface languages.

The IdleAnimation(), LikeAnimation(), DislikeAnimation() methods were used to implement
the action of assistant (figure 4).

Figure 4: Reaction to the player’s response.

These functions implement animation in three states of the assistant: “calm”, “like”, and
“dislike”. Each state changes the sprite. The Update() method is a main component in the
code and is called with every frame. The method processes player keystrokes and updates the
displayed text accordingly. This applies to deleting a character, wrapping a line, and other keys
that may cause changes to the text. The following method, OnButtonClick(), is triggered when
the player presses a button in the game. It compares the text entered by the player with the
expected result. If the text is correct, the “like” animation is triggered. Otherwise, the “dislike”
animation is displayed. The method performs changes in the game such as going to the next
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scene.
To create the game, static variables are also used. One of them is coins (a static variable that

stores the number of coins in the game and is available globally to all other objects and scripts).
Others variables are pcPositions, pcSizes, promptPositions, promptSizes. These static lists of
vectors and sizes define positions and sizes of objects in the game, such as computers. The
selectedPCIndex is a static variable that stores the index of the selected computer in the list.
The TextMeshProUGUI:mesh is a text field used to display the number of coins in the game.

An example of using the SetPCSizeAndPositionScript method is shown in Listing 1.

Listing 1: SetPCSizeAndPositionScript method

using System . C o l l e c t i o n s ;
using System . C o l l e c t i o n s . G e n e r i c ;
using Uni tyEng ine ;
public c l a s s S e t P C S i z e A n d P o s i t i o n S c r i p t : MonoBehaviour {

void S t a r t ( ) {
Rec tTrans form t = GetComponent < RectTrans form > ( ) ;
t . s i z e D e l t a = S i n g l e t o n S c r i p t . p c S i z e s

[ S i n g l e t o n S c r i p t . s e l e c t e d P C I n d e x ] ;
t . l o c a l P o s i t i o n = S i n g l e t o n S c r i p t . p c P o s i t i o n s

[ S i n g l e t o n S c r i p t . s e l e c t e d P C I n d e x ] ;
}
/ / Update i s c a l l e d onc e p e r f rame
void Update ( ) {
}

}

The project and gameplay have been depicted in figure 5. The user receives a default computer
in the first level. The figure illustrates the default keyboard, mouse, font, terminal and workplace
backgrounds, and an assistant (snake) located at the top right corner of the workplace. The
player can request a hint from the assistant, and the snake’s response depends on the student’s
answer. As you can see from the figure 5, the PythonLearner game has not only a desktop but
also a mobile interface.

Tasks for the PyntonLeaner game are of several types such as tests (with one and several
answers), entering short answers and writing Python’s code. The essence of the game is that
the player sees the screen of an old computer and an “improvised programming environmen-
t/terminal” is opened on it. During the first level, the player has an old computer a normal room
background and a delay of 2.5 seconds when pressing the answer key, however, when complet-
ing the following levels, there is an opportunity to upgrade it by changing the appearance and
reducing the delay when pressing the keys on the keyboard. The delay is implemented in such
a way that when choosing each subsequent computer with a better design, its performance
also increases. That is, each subsequent one from the computer by default has a delay of 0.5
seconds less than the previous one. The implementation of the key delay is described in listing 2.
Each level consists of three types of tasks, including writing code. During the development
of the project, it was decided to adapt the application so that new tasks could be created for
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Figure 5: Gameplay of PythonLeaner.

learning other popular programming languages without changing the code. To check the code
entered by the player, binding to each level of answers in the game engine was implemented,
but this option is not very good, therefore, in the future of the game, we plan to implement
an interpreter-based or artificial intelligence system in the game to automatically check the
player’s code. This innovative technology will allow us to effectively detect errors, optimize
the work of players and ensure a high level of security in the game. The compiler or artificial
intelligence will be responsible for analyzing the syntax, structure, and efficiency of the code,
thus ensuring a higher quality of game software and reducing the possibility of vulnerabilities
or anomalies.

Listing 2: Implementation of delay of input keys
public void OnBut tonCl i ck ( ) {

Task . Delay ( Convert . T o I n t 3 2
( S i n g l e t o n S c r i p t . pause ∗ 1 0 0 0 ) ) . Wait ( ) ;

i f ( t e x t == r e s u l t ) {
S t o p C o r o u t i n e ( c o r o u t i n e ) ;
S t a r t C o r o u t i n e ( L ikeAnimat ion ( ) ) ;
S i n g l e t o n S c r i p t . c o i n s += 5 0 ;

}
e l se {

S t o p C o r o u t i n e ( c o r o u t i n e ) ;
S t a r t C o r o u t i n e ( D i s l i k e A n i m a t i o n ( ) ) ;

}
}

The player learns the following from the assistant:

• the game consists of several levels, at each of them the player will be expected to have
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theory and several practical tasks;
• after completing each level, the player receives a specific number of points. These points

can be exchanged in the future for the graphic design of the game environment. The
elements can be purchased at any time in the store (figure 6).

Figure 6: PythonLeaner Game Store.

After completing all the levels, the player gets an infinite number of points and can buy
himself the best computer worth shown in figure 6. It costs 850 points and looks like a modern
computer with a curved screen, backlit keyboard and cooling system. The player can choose
the best background for the workplace after completing all levels (figure 7). This background

Figure 7: The best PythonLeaner desktop background.
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is the most expensive of the ones offered and immerses the player in the real atmosphere of a
programmer. There is no delay for entering characters from the keyboard during the passage of
levels.

5. Conclusions

The results of this study show that its objectives were met. We analysed some experiences of
creating and using game-based learning. On this basis, the requirements for a game application
were substantiated and its model was developed. As a result of the comparative analysis,
Unity3D was chosen as the main engine for the development of the PythonLeaner game. The
chosen set of tools should take into account the needs of graphic development, interaction and
ease of use. The author’s experience in creating the game was systematised and the key points
of its development were described. As a result of understanding the peculiarities of teaching
programming, game elements with test and open-ended tasks were developed. It is important
to emphasise the adaptability of the application. This implies the ability to adapt it to add tasks
or learn other programming languages without editing the game code. Prospects for further
research include the development of multiplayer, the integration of an interpreter to check the
player’s code, and the introduction of artificial intelligence. It is also planned to complete the
game by creating a mobile application.
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Application of Daubechies wavelet analysis in
problems of acoustic detection of UAVs
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Abstract
One of the effective directions in the detection of UAVs is acoustic surveillance, the main advantage of
which is the operation in passive mode, which ensures the secrecy of the applied means, and thus the
safety of the operating personnel. Noise generated by the UAVs propulsion system and propeller is a
significant de-masking feature. Creation and improvement of methods of detection, direction finding
and recognition of small UAVs by receiving and processing of sound signals is an urgent task. When
recognizing objects, the most important and problematic task is the selection of features of the acoustic
signal. The selection of features affects the process of building a recognition algorithm, as well as the
performance of the entire system and the quality of recognition. The use of spectral analysis allows to
allocate the main features of the UAV quite effectively, such as: engine speed, the presence of harmonics
of the speed, the nature of the behavior of the envelope of harmonics. A promising method for identifying
the characteristic features of acoustic radiation of UAVs is Daubechies wavelet analysis. Wavelet spectrum
analysis is a powerful tool for detecting and recognizing a specific type of UAV. The method provides
much more informative data than simple Fourier spectral analysis. The main idea of Daubechies wavelet
analysis is to decompose the studied acoustic signal by a system of Daubechies basis functions, which
have special properties, in particular good localization in the time domain, which gives a significant
advantage in the analysis of non-stationary acoustic signals.

Keywords
acoustic signal, UAV detection, spectrum analysis, wavelet transform, Fourier transform, Daubechies
wavelet function, wavelet coefficients

1. Introduction

Expansion of the application spheres of small unmanned aerial vehicles (UAVs) in various fields
of human activity (military applications, meteorological observations, environmental protection,
etc.) provides a significant economic effect. At the same time, the use of UAVs creates a number
of problems associated with inadequate behavior of some UAV owners, unauthorized monitoring
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of objects and territories, etc. Accordingly, the task of UAV detection becomes relevant, which
can be solved by means of active and passive radar, thermal location, video surveillance or
acoustic observation systems [1, 2].

As follows from the results of studies, the total acoustic emission spectrum of a small UAV is
due to harmonic random components. In known algorithms for UAV detection and direction
finding, the problem is solved for a signal in a sufficiently narrow frequency band. However,
the narrow-band processing of acoustic UAV signals does not allow to fully utilize the energy
and information of the received signal. This becomes possible only with appropriate signal
processing using wavelet analysis based on the Daubechies basis [3].

The application of spatial and temporal wavelet processing for acoustic signals of UAVs in the
tasks of aircraft detection provides the expansion of the dynamic range of devices for receiving
and processing signals and increasing noise immunity, which occurs due to adaptive suppression
of interference in the bandwidth of the receiving device with minimal distortion of the useful
signal [4]. The maximum number of suppressed interference increases, in-phase summation of
acoustic signals in communication channels in the entire frequency band is provided, which
allows to more fully utilize the energy of the acoustic signal of the UAV coming to the input
and, consequently, allows to increase the signal-to-noise ratio at the output [5].

Thus, the implementation of wavelet algorithms for acoustic signal processing based on the
Daubechies wavelet function opens up a wide range of possibilities to further improve UAV
detection.

2. Literature review and problem statement

Fourier analysis is based on the statement that any 2𝜋-periodic function can be decomposed
into components, i.e., can be obtained by superposition of integer stretches of the basis function
𝑒𝑖𝑥 [6].

𝑓(𝑥) =
∞∑︁

𝑛=−∞
𝑐𝑛𝑒

𝑖𝑛𝑥,

where 𝑐𝑛 is Fourier coefficients

𝑐𝑛 =
1

2𝜋

∫︁ 2𝜋

0
𝑓(𝑥)𝑒−𝑖𝑛𝑥𝑑𝑥.

Fourier transform
⌢
𝑓 (𝜔) =

∫︁ ∞

−∞
𝑒−𝑖𝜔𝑡𝑓(𝑡)𝑑𝑡,

gives spectral information
⌢
𝑓 (𝜔) about the acoustic signal 𝑓(𝑡) and describes its behavior in

the frequency domain 𝜔, which is very important in acoustic UAV detection [7].

When moving to the Fourier frequency domain
⌢
𝑓 (𝜔), time information is completely lost 𝑡,

which makes the Fourier spectral analysis method unsuitable for processing non-stationary
acoustic signals 𝑓(𝑡), in which the determining value is the moment in time 𝑡, at which the
characteristic distortions in the acoustic signal emitted by the UAV occurred [8].
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In contrast to the short-time Fourier transform

⌢
𝑓 (𝜔, 𝑡) =

∫︁ ∞

−∞
𝑒−𝑖𝜔𝑡 (𝑓(𝑡) ·𝑊 (𝑡)) 𝑑𝑡,

which provides a uniform grid (figure 1) in the frequency-time domain
⌢
𝑓 (𝜔, 𝑡) through the

use of the window function 𝑊 (𝑡), the wavelet transform has non-uniform resolution, which
allows the acoustic signal of the UAV 𝑓(𝑡) to be investigated both locally and completely [9].

Figure 1: Time-frequency resolution of the Fourier transform.

Since the frequency 𝜔 is inversely proportional to the period 𝑇 , i.e. 𝜔 = 1/𝑇 , a narrower
window 𝑊 (𝑡) is required to localize the high-frequency component 𝜔 → max of the acoustic
signal 𝑓(𝑡) and a wider window 𝑊 (𝑡) for the low-frequency component 𝜔 → min. The short-

time Fourier transform
⌢
𝑓 (𝜔, 𝑡) is acceptable for a signal with a relatively narrow bandwidth

Δ𝜔 → min, but acoustic signals 𝑓(𝑡) are not. For an acoustic signal it would be desirable to
have a window 𝑊 (𝑡), capable of changing its width with changing frequency 𝜔 [10].

Let us introduce a function 𝜑 ∈ 𝐿2(𝑅), satisfying the condition

∫︁ ∞

−∞

⃒⃒⃒
�̂�(𝜔)

⃒⃒⃒2
|𝜔|

𝑑𝜔 < ∞,

and we’ll call it the “base wavelet”.
With respect to each basis wavelet, the wavelet transform is defined as

(Ψ𝜑𝑓) (𝜏, 𝑠) = |𝑠|−
1
2

∫︁ ∞

−∞
𝑓(𝑡)𝜑

(︂
𝑡− 𝜏

𝑠

)︂
𝑑𝑡,

where 𝑠 and 𝜏 are the scaling and shifting parameters 𝑠, 𝜏 ∈ 𝑅; 𝑎 ̸= 0.
Then we denote

𝜑𝜏 ;𝑠(𝑡) = |𝑠|−
1
2 𝜑

(︂
𝑡− 𝜏

𝑠

)︂
,

and the transformation will take the form

(Ψ𝜑𝑓) (𝜏, 𝑠) = ⟨𝑓, 𝜑𝜏 ;𝑠⟩ .
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If the center and radius of the window function 𝜑, respectively, are equal to 𝑡* and Δ𝜑, then
𝜑𝜏 ;𝑠(𝑡) is a window function with center 𝜏 + 𝑠𝑡* and radius 𝑠Δ𝜑. Hence, the wavelet transform
localizes the signal in the time window (figure 2) [11]

[𝜏 + 𝑠𝑡* − 𝑠Δ𝜑, 𝜏 + 𝑠𝑡* + 𝑠Δ𝜑] .

Figure 2: Time-frequency resolution of the Daubechies wavelet transform.

Thus it was shown not only that the Fourier transform is uninformative in the problems of
analyzing non-stationary signals, which are acoustic signals, but also the fact that the basis
of wavelet decomposition plays a major role in the effectiveness of using wavelet analysis
in the task of acoustic detection of UAVs, so in this research work it is proposed to use the
decomposition in Daubechies series, since this function is an orthogonal wavelet with a compact
carrier computed iteratively.

3. Daubechies wavelet analysis of acoustic signals

To calculate the coefficients of the generating Daubechies wavelet filter 𝑛-th order, we need
to specify only the number of zero moments of the wavelet function 𝑁 , i.e., the order of the
function is determined by the number of zero moments, hence 𝑁 = 𝑛 [12].

Then the calculation of the generating Daubechies wavelet filter implies finding the coeffi-
cients of the polynomial

𝑃𝑘 =

∏︀𝑁
𝑖=−𝑁+1

(︀
1
2 − 𝑖

)︀∏︀𝑁
𝑖=−𝑁+1 (𝑘 − 𝑖)

, 𝑘 = 1, . . . , 𝑁,

which for all values of 𝑘 ̸= 𝑖 form a vector

𝑃 =
(︀
𝑃𝑁 0 𝑃𝑁−1 0 . . . 0 𝑃1 1 𝑃1 0 𝑃2 0 . . . 0 𝑃𝑁

)︀
, (1)

length 4𝑁 − 1.
In case 𝑁 = 1, then all values of coefficients of polynomial 𝑃1, ..., 4𝑁−1 satisfying the

condition 𝑃1, ..., 4𝑁−1 < 1 define the vector

𝑃 =
(︀
𝑃1 . . . 𝑃2𝑁

)︀
, (2)
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length 2𝑁 , whose values correspond to the coefficients of the Daubechies wavelet filter of the
1st order.

If 𝑁 > 1 is required to compute the roots of the coefficients of the polynomial 𝑃 given by
the vector (1).

Then the vector of coefficients of the polynomial 𝑃 is transformed into the following form

𝑃 =
(︁

𝑃2
𝑃1

𝑃3
𝑃1

. . .
𝑃4𝑁−1

𝑃1

)︁
,

length 𝐿 = 4𝑁 − 2.
Let’s form a square matrix 𝐴 of order 𝐿

𝐴𝐿 =

⎛⎜⎜⎜⎜⎝
−𝑃1 −𝑃2 . . . −𝑃𝐿−1 −𝑃𝐿

1 0 . . . 0 0
0 1 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . 1 0

⎞⎟⎟⎟⎟⎠ ,

where the first row of the matrix 𝐴𝐿 defines the coefficients of the characteristic equation,
which has the form

𝜆𝐿 − 𝑃1𝜆
𝐿−1 − 𝑃2𝜆

𝐿−2 − . . . − 𝑃𝐿−1𝜆− 𝑃𝐿 = 0, (3)

where the roots 𝜆1, ..., 𝐿 of this equation are the eigenvalues of the matrix 𝐴𝐿. The order of the
square matrix 𝐴𝐿 is always a multiple of two since 𝐿 = 4𝑁 − 2.

Solving the equation (3) by one of the numerical methods (by the method of half division,
combined, iterations, etc.), we find the roots 𝜆1, ..., 𝐿 of this equation and thus the vector 𝜆 of
eigenvalues of the matrix 𝐴𝐿 is formed.

𝜆 =
(︀
𝜆1 . . . 𝜆𝐿

)︀
.

The values of the vector 𝜆 should be arranged in ascending order

𝜆 =
(︀
𝜆min . . . 𝜆max

)︀
,

observing the condition |𝜆1, ..., 𝐿 + 1|, and select only those values that match the condition of
the expression

𝜆 =
(︀
𝜆𝐾+2 . . . 𝜆2𝐾

)︀
,

where 𝐾 = 2𝑁 − 1, then the length of the vector 𝜆 is equal to 𝑀 = 2𝐾 − (𝐾 + 2)+ 1 values.
Let’s rearrange the values of the vector 𝜆 in ascending order

𝜆 =
(︀
𝜆min . . . 𝜆max

)︀
,

complying with the condition |𝜆1, ..., 𝑀 |.
Thus we obtain a vector 𝜆 of length 𝑀 , which includes the values of the roots of 𝜆1, ..., 𝑀

arranged in ascending order
𝜆 =

(︀
𝜆1 . . . 𝜆𝑀

)︀
.
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Then all values of the roots of 𝜆1, ..., 𝑀 satisfying the condition |𝜆1, ..., 𝑀 | < 1 define the
vector

𝜆 =
(︀
𝜆1 . . . 𝜆𝐻

)︀
,

where 𝐻 depends on the condition |𝜆1, ..., 𝑀 | > 1, i.e., how many values of 𝜆1, ..., 𝑀 are modulo
greater than one.

Let’s set the vector
𝑂 =

(︀
𝑂1 . . . 𝑂𝑁

)︀
,

where 𝑂1, ..., 𝑁 = −1, since the values of the roots of 𝜆1, ..., 𝐻 are complex numbers, the values
of 𝑂1, ..., 𝑁 are converted to complex form, hence 𝑂1, ..., 𝑁 = −1.0000 + 0.0000𝑖.

As a result, we obtain the vector

𝜆 =
(︀
𝜆1 . . . 𝜆𝐻 𝑂1 . . . 𝑂𝑁

)︀
, (4)

defined by the root values 𝜆1, ..., 𝐻 and unit vectors 𝑂1, ..., 𝑁 , of length 𝐽 = 𝐻 +𝑁 .
Then let us represent the vector 𝜆 in the form

𝜆 =
(︀
𝜆1 . . . 𝜆𝐽

)︀
, (5)

equating the values of vector (4) to the notations (5).
So, having a pre-formed vector of values of roots of 𝜆1, ..., J polynomial, let us calculate the

vector of values of coefficients of this polynomial according to the expression

𝑃𝑘 = 𝑃𝑘 − 𝜆𝑗𝑃𝑖, (6)

where in cases where 𝑗 = 1, . . . , 𝐽 , then 𝑘 = 2, . . . , 𝑗 + 1, 𝑖 = 1, . . . , 𝑗, and the initial
values of the coefficients correspond to the vector

𝑃 =
(︀
𝑃1 𝑃2 . . . 𝑃𝐽+1

)︀
,

length 𝐽 + 1 = 2𝑁 , where 𝑃1 = 1, 𝑃2, ..., 𝐽+1 = 0, since the values of the roots 𝜆1, ..., 𝐽 of
the polynomial are complex numbers, the values of the coefficients 𝑃1, ..., 𝐽+1 are converted to
complex form, and thus 𝑃1 = 1.0000 + 0.0000𝑖, 𝑃2, ..., 𝐽+1 = 0.0000 + 0.0000𝑖.

Let us explain the recursive algorithm of expression (6) in more detail [13].
So if 𝑗 = 1, . . . , 𝐽 , where 𝐽 = 5

we have
𝑃 =

(︀
1 0 0 0 0 0

)︀
at 𝑗 = 1

𝑘 = 2, . . . , 𝑗 + 1 = 2, . . . , 2

𝑖 = 1, . . . , 𝑗 = 1, . . . , 1

then
𝑃 =

(︀
1 𝑃2 − 𝜆1𝑃1 0 0 0 0

)︀
at 𝑗 = 2

𝑘 = 2, . . . , 𝑗 + 1 = 2, . . . , 3

130



𝑖 = 1, . . . , 𝑗 = 1, . . . , 2

then
𝑃 =

(︀
1 𝑃2 − 𝜆2𝑃1 𝑃3 − 𝜆2𝑃2 0 0 0

)︀
at 𝑗 = 3

𝑘 = 2, . . . , 𝑗 + 1 = 2, . . . , 4

𝑖 = 1, . . . , 𝑗 = 1, . . . , 3

then
𝑃 =

(︀
1 𝑃2 − 𝜆3𝑃1 𝑃3 − 𝜆3𝑃2 𝑃4 − 𝜆3𝑃3 0 0

)︀
at 𝑗 = 4

𝑘 = 2, . . . , 𝑗 + 1 = 2, . . . , 5

𝑖 = 1, . . . , 𝑗 = 1, . . . , 4

then
𝑃 =

(︀
1 𝑃2 − 𝜆4𝑃1 𝑃3 − 𝜆4𝑃2 𝑃4 − 𝜆4𝑃3 𝑃5 − 𝜆4𝑃4 0

)︀
at 𝑗 = 5

𝑘 = 2, . . . , 𝑗 + 1 = 2, . . . , 6

𝑖 = 1, . . . , 𝑗 = 1, . . . , 5

then

𝑃 =
(︀
1 𝑃2 − 𝜆5𝑃1 𝑃3 − 𝜆5𝑃2 𝑃4 − 𝜆5𝑃3 𝑃5 − 𝜆5𝑃4 𝑃6 − 𝜆5𝑃5

)︀
.

Thus, according to expression (6) we obtain a vector of complex values of polynomial coeffi-
cients from which it is required to leave only the real part, and to discard the imaginary part,
which will form the vector

𝑃 =
(︀
𝑃1 . . . 𝑃2𝑁

)︀
, (7)

length 2𝑁 , whose values correspond to the coefficients of the Daubechies wavelet filter 𝑛-th
order.

Normalization of coefficients of the Daubechies wavelet filter 𝑛-th order is carried out as
follows

𝑃𝑘 = 𝑆𝑃
𝑃𝑘∑︀2N
k=1 Pk

, (8)

where 𝑘 = 1, . . . , 2𝑁 , forming the resulting vector of normalized coefficients

𝑃 =
(︀
𝑃1 . . . 𝑃2𝑁

)︀
, (9)

such that the sum of the coefficients of
∑︀2𝑁

𝑘=1 𝑃𝑘 will equal𝑆𝑃 , i.e., if𝑆𝑃 = 1, then
∑︀2𝑁

𝑘=1 𝑃𝑘 = 1
(figure 3).

Thus, at the output of the above transformations, at 𝑁 = 1 we obtain the vector of values
of coefficients of the Daubechies wavelet filter of the 1st order according to (2), and at 𝑁 > 1
we obtain the vector of values of coefficients of the Daubechies wavelet filter of the 𝑛-order
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(a) (b)

(c) (d)

Figure 3: Coefficients of generating Daubechies wavelet filters of the 2nd (a), 4th (b), 8th (c) and 12th
(d) orders.

according to (7), where in both cases the procedure of normalization of coefficients according
to (8) is applied, which as a result forms the vector (9) [14].

The coefficients of the generating Daubechies wavelet filters of the 2nd, 4th, 8th and 12th
orders found by the above algorithm are shown below (figure 3).

Let us calculate the coefficients of the orthogonal wavelet filters on the basis of the values of
the coefficients of the generating Daubechies wavelet filter 𝑛-th order found earlier according
to (9).

Thus, the coefficients of the orthogonal low-pass wavelet filter for the inverse discrete wavelet
transform are defined as follows

𝑅 =
√
2
(︀
𝑃1 . . . 𝑃2𝑁

)︀
,

forming a vector
𝑅 =

(︀
𝑅1 . . . 𝑅2𝑁

)︀
, (10)

length 2𝑁 , then the coefficients of the orthogonal low-pass wavelet filter for the direct discrete
wavelet transform are defined by

𝐷 =
(︀
𝑅2𝑁 . . . 𝑅1

)︀
,

which corresponds to the inversion (10), forming the vector

𝐷 =
(︀
𝐷1 . . . 𝐷2𝑁

)︀
. (11)
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The coefficients of the orthogonal high-pass wavelet filter for the inverse discrete wavelet
transform are determined by computing the quadrature-mirror filter as follows

𝑊 =
(︀
𝑅2𝑁 −𝑅2𝑁−1 𝑅2𝑁−2 −𝑅2𝑁−3 . . . −𝑅4 𝑅3 −𝑅2 𝑅1

)︀
,

forming a vector
𝑊 =

(︀
𝑊1 . . . 𝑊2𝑁

)︀
, (12)

then the coefficients of the orthogonal high-pass wavelet filter for the direct discrete wavelet
transform are determined by

𝑉 =
(︀
𝑊2𝑁 . . . 𝑊1

)︀
,

which corresponds to the inversion (12), forming the vector

𝑉 =
(︀
𝑉1 . . . 𝑉2𝑁

)︀
. (13)

Thus we obtained vectors of values 𝐷 and 𝑉 , as well as 𝑅 and 𝑊 , which correspond to the
coefficients of orthogonal wavelet filters of low and high frequencies for forward and inverse
discrete wavelet transform, respectively [15].

As an example, let’s show the coefficients of orthogonal wavelet filters based on the 8th-order
Daubechies generating wavelet filter found by the above method (figure 4).

(a) (b)

(c) (d)

Figure 4: Coefficients of orthogonal Daubechies wavelet filters of the 8th order. (a) is low-pass
decomposition filter 𝐷, (b) is high-pass decomposition filter 𝑉 , (c) is low-pass reconstruction filter 𝑅,
(d) is high-pass reconstruction filter 𝑊 .
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Then the direct discrete wavelet transform is nothing but a mathematical convolution of the
values of the studied vector

𝑋 =
(︀
𝑋1 . . . 𝑋𝐿

)︀
, (14)

length 𝐿, with previously found vectors of coefficient values of orthogonal wavelet filters of
low and high frequencies 𝐷 (11) and 𝑉 (13), respectively, followed by twofold thinning of ↓ 2
coefficients obtained after convolution operation, thus obtaining a vector of coefficient values
𝑍 containing the low-frequency component and a vector of values 𝑌 corresponding to the
high-frequency component of the studied vector 𝑋 , where the formed vectors of coefficient
values 𝑍 , 𝑌 are the result of this transformation [16].

Thus, the operation of mathematical convolution of the values of the investigated vector 𝑋
(14) with the values of coefficients of the orthogonal low-pass wavelet filter 𝐷 (11) is defined
by the following expression

𝑍𝑘 =

min(𝑘, 𝐿)∑︁
𝑗=max(1, 𝑘+1−2𝑁)

Xj𝐷𝑖, (15)

where 𝑘 = 1, . . . , 𝐿+ 2𝑁 − 1, 𝑖 = 𝑘 + 1− 𝑗,
forming a vector of values

𝑍 =
(︀
𝑍1 . . . 𝑍𝐾

)︀
,

where 𝐾 = 𝐿+ 2𝑁 − 1.
Let us explain expression (15) in more detail.
So, we have the vector under study

𝑋 =
(︀
𝑋1 . . . 𝑋𝐿

)︀
,

length 𝐿 = 8, as well as the vector of values of coefficients of the orthogonal wavelet filter of
low frequencies

𝐷 =
(︀
𝐷1 . . . 𝐷2𝑁

)︀
,

length 2𝑁 = 4,
from where

𝑘 = 1, . . . , 𝐿+ 2𝑁 − 1 = 1, . . . , 11

then according to (15)
at 𝑘 = 1, 𝑗 = 1, . . . , 1, 𝑖 = 1, . . . , 1

𝑍1 = 𝑋1𝐷1

at 𝑘 = 2, 𝑗 = 1, . . . , 2, 𝑖 = 2, . . . , 1

𝑍2 = 𝑋1𝐷2 +𝑋2𝐷1

at 𝑘 = 3, 𝑗 = 1, . . . , 3, 𝑖 = 3, . . . , 1

𝑍3 = 𝑋1𝐷3 +𝑋2𝐷2 +𝑋3𝐷1

134



at 𝑘 = 4, 𝑗 = 1, . . . , 4, 𝑖 = 4, . . . , 1

𝑍4 = 𝑋1𝐷4 +𝑋2𝐷3 +𝑋3𝐷2 +𝑋4𝐷1

at 𝑘 = 5, 𝑗 = 2, . . . , 5, 𝑖 = 4, . . . , 1

𝑍5 = 𝑋2𝐷4 +𝑋3𝐷3 +𝑋4𝐷2 +𝑋5𝐷1

at 𝑘 = 6, 𝑗 = 3, . . . , 6, 𝑖 = 4, . . . , 1

𝑍6 = 𝑋3𝐷4 +𝑋4𝐷3 +𝑋5𝐷2 +𝑋6𝐷1

at 𝑘 = 7, 𝑗 = 4, . . . , 7, 𝑖 = 4, . . . , 1

𝑍7 = 𝑋4𝐷4 +𝑋5𝐷3 +𝑋6𝐷2 +𝑋7𝐷1

at 𝑘 = 8, 𝑗 = 5, . . . , 8, 𝑖 = 4, . . . , 1

𝑍8 = 𝑋5𝐷4 +𝑋6𝐷3 +𝑋7𝐷2 +𝑋8𝐷1

at 𝑘 = 9, 𝑗 = 6, . . . , 8, 𝑖 = 4, . . . , 2

𝑍9 = 𝑋6𝐷4 +𝑋7𝐷3 +𝑋8𝐷2

at 𝑘 = 10, 𝑗 = 7, . . . , 8, 𝑖 = 4, . . . , 3

𝑍10 = 𝑋7𝐷4 +𝑋8𝐷3

at 𝑘 = 11, 𝑗 = 8, . . . , 8, 𝑖 = 4, . . . , 4

𝑍11 = 𝑋8𝐷4.

Thus the vector of values is formed

𝑍 =
(︀
𝑍1 . . . 𝑍𝐾

)︀
,

where 𝐾 = 𝐿+ 2𝑁 − 1 = 11.
Then having calculated the values of convolution coefficients 𝑍1, ..., 𝐾 according to (15), it is

necessary to perform the operation of double thinning ↓ 2, according to expressions

𝑍 =
(︀
𝑍2 𝑍4 𝑍6 . . . 𝑍𝐾

)︀
,

when 𝐾 is a multiple of two, and when 𝐾 is not a multiple of two

𝑍 =
(︀
𝑍2 𝑍4 𝑍6 . . . 𝑍𝐾−1

)︀
,

which in turn forms the vector

𝑍 =
(︀
𝑍1 . . . 𝑍𝑄

)︀
, (16)
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length 𝑄 = 𝐾
2 or 𝑄 = 𝐾−1

2 depending on the multiple of two 𝐾 .
Thus, the found vector of coefficient values 𝑍 (16) defines the low-frequency component of

the direct discrete wavelet transform of the investigated vector 𝑋 .
Then to find the high-frequency component 𝑌 of the direct discrete wavelet transform of the

investigated vector 𝑋 , it is required to repeat the given mathematical operations (2.30 - 2.34),
but respectively, for the values of the coefficients of the orthogonal high-frequency wavelet
filter 𝑉 (13) [17].

Thus, the operation of mathematical convolution of the values of the investigated vector 𝑋
(14) with the values of coefficients of the orthogonal wavelet filter of high frequencies 𝑉 (13) is
defined by the following expression

𝑌𝑘 =

min(𝑘, 𝐿)∑︁
𝑗=max(1, 𝑘+1−2𝑁)

Xj𝑉𝑖, (17)

where 𝑘 = 1, . . . , 𝐿+ 2𝑁 − 1, 𝑖 = 𝑘 + 1− 𝑗,
forming a vector of values

𝑌 =
(︀
𝑌1 . . . 𝑌𝐾

)︀
,

where 𝐾 = 𝐿+ 2𝑁 − 1.
Then, having calculated the values of convolution coefficients 𝑌1, ..., 𝐾 according to (17), it is

necessary to perform the operation of two-fold thinning ↓ 2, according to expressions

𝑌 =
(︀
𝑌2 𝑌4 𝑌6 . . . 𝑌𝐾

)︀
,

when 𝐾 is a multiple of two, and when 𝐾 is not a multiple of two.

𝑌 =
(︀
𝑌2 𝑌4 𝑌6 . . . 𝑌𝐾−1

)︀
,

which in turn forms the vector

𝑌 =
(︀
𝑌1 . . . 𝑌𝑄

)︀
, (18)

length 𝑄 = 𝐾
2 or 𝑄 = 𝐾−1

2 depending on the multiple of two 𝐾 [18].
Then the vectors of coefficient values 𝑍 (16) and 𝑌 (18) are the result of one level of direct

discrete wavelet transform, which can be written in the following form

Ω =
(︀
𝑍1 . . . 𝑍𝑄 𝑌1 . . . 𝑌𝑄

)︀
,

then
Ω =

(︀
Ω1 . . . Ω2𝑄

)︀
,

length 2𝑄.
To reconstruct the studied vector 𝑋 (14) by the values of wavelet coefficients 𝑍1, ..., 𝑄 (16)

and 𝑌1, ..., 𝑄 (18), it is required to perform the operation of doubling ↑ 2 coefficients, according
to the expressions

𝑍 =
(︀
𝑍1 0 𝑍2 0 𝑍3 0 . . . 0 𝑍2𝑄−1

)︀
,
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𝑌 =
(︀
𝑌1 0 𝑌2 0 𝑌3 0 . . . 0 𝑌2𝑄−1

)︀
,

forming vectors
𝑍 =

(︀
𝑍1 . . . 𝑍2𝑄−1

)︀
, (19)

𝑌 =
(︀
𝑌1 . . . 𝑌2𝑄−1

)︀
, (20)

length 2𝑄− 1.
Then the inverse discrete wavelet transform is defined according to the expression

𝑋𝑘 =

min(𝑘, 2𝑄−1)∑︁
𝑗=max(1, 𝑘+1−2𝑁)

Zj𝑅𝑖 +

min(𝑘, 2𝑄−1)∑︁
𝑗=max(1, 𝑘+1−2𝑁)

Yj𝑊𝑖, (21)

where 𝑘 = 1, . . . , 2𝑄− 1 + 2𝑁 − 1, 𝑖 = 𝑘 + 1− 𝑗,
forming a vector of values

𝑋 =
(︀
𝑋1 . . . 𝑋𝐾

)︀
,

where 𝐾 = 2𝑄− 1 + 2𝑁 − 1.
Expression (21) can be characterized as the sum of two mathematical convolution of the

wavelet coefficient values of 𝑍1, ..., 2𝑄−1 (19) and 𝑌1, ..., 2𝑄−1 (20) with the coefficients of the
orthogonal lowpass and highpass wavelet filters 𝑅1, ..., 2𝑁 (10) and 𝑊1, ..., 2𝑁 (12), respectively
[19].

From where we determine the required values 𝑋1, ..., 𝐿 according to the expression

𝑋 =
(︀
𝑋2𝑁−1 . . . 𝑋2𝑁−2+𝐿

)︀
,

then we obtain the vector
𝑋 =

(︀
𝑋1 . . . 𝑋𝐿

)︀
, (22)

length 𝐿, which is the result of the inverse discrete wavelet transform, i.e., the values of the
vector 𝑋 (22) are the result of the process of reconstructing the values of the studied vector 𝑋
(14) by the values of the wavelet coefficients 𝑍1, ..., 𝑄 (16) and 𝑌1, ..., 𝑄 (18) [20].

4. Simulation results

The disadvantages of the Fourier transform are demonstrated in figure 5a, 5b and figure 6a, 6b.
In figure 5a and figure 6a show two harmonic components 𝑆1(𝑡) = 𝐴1 · sin(𝜔1𝑡) and

𝑆2(𝑡) = 𝐴2 · sin(𝜔2𝑡), with angular frequencies 𝜔1 = 63 rad/s and 𝜔2 = 252 rad/s.
The angular frequency 𝜔 in rad/s is expressed through the frequency 𝑓 in Hz, as 𝜔 = 2𝜋𝑓

and 𝑓 = 𝜔
2𝜋 . Based on this, 𝑓1 = 10 is Hz, and 𝑓2 = 40 is Hz.

The process shown in figure 5a, is an adaptive combination of two sinusoids [21] 𝑆1(𝑡) and
𝑆2(𝑡)

𝑈1(𝑡) = 𝑆1(𝑡) + 𝑆2(𝑡), 𝑡 ∈ (0, 𝑇 ],

where 𝐴1 = 0.5, 𝐴2 = 0.25, respectively, and 𝑇 = 512, and the process shown in figure 6a is
described as follows

𝑈2(𝑡) =

{︂
𝑆1(𝑡), 𝑡 ∈ (0, 𝑡0],
𝑆2(𝑡), 𝑡 ∈ (𝑡0, 𝑇 ],
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(a) (b)

Figure 5: Fourier transform of the signal 𝑈1(𝑡). (a) is signal 𝑈1(𝑡); (b) is Fourier transform spectrum of
the signal 𝑈1(𝑡).

(a) (b)

Figure 6: Fourier transform of the signal 𝑈2(𝑡). (a) is signal𝑈2(𝑡); (b) is Fourier transform spectrum of
the signal 𝑈2(𝑡).

where 𝐴1 = 0.5, 𝐴2 = 0.25 respectively and 𝑡0 = 512 where 𝑇 = 1024.
Outside the interval (0, 𝑇 ], the functions 𝑈1(𝑡) and 𝑈2(𝑡) are 0.
As a result of the Fourier transform of the signals 𝑈1(𝑡) and 𝑈2(𝑡), we obtained poorly

distinguishable spectral images, which are shown in figure 5b and figure 6b.
The following example also shows the low information content of the Fourier transform. The

signal presented in figure 7a, the signal 𝑈3(𝑡) in the vicinity of 𝑡 = 253 : 260 contains a short
pulse 𝐼(𝑡) (anomaly) [22], where 𝑡 ∈ (−3, 3]

𝑈3(𝑡) =

⎧⎨⎩
𝑈1(𝑡), 𝑡 ∈ (0, 𝑡1],
𝐼(𝑡), 𝑡 ∈ (𝑡1, 𝑡2],
𝑈1(𝑡), 𝑡 ∈ (𝑡2, 𝑇 ],

where 𝑡1 = 253, 𝑡2 = 260.
The Fourier transform made it possible to clearly distinguish two harmonic components of

the signal, and the spectral components of the anomaly, as expected, were distributed along the
entire frequency axis.

In figure 5, figure 6, figure 7 showed specific examples of the disadvantages of the Fourier
transform that can be overcome by using the wavelet transform.
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(a) (b)

Figure 7: Fourier transform of the signal 𝑈3(𝑡). (a) is signal 𝑈3(𝑡); (b) is Fourier transform spectrum of
the signal 𝑈3(𝑡).

It should be noted that the above Fourier transform spectra contain all the information about
the input signals. This information is distributed in the phase and amplitude values of all
spectral components. The input acoustic signals can be fully recovered after the inverse Fourier
transform.

The advantages of the wavelet transform are demonstrated in figure 8a, 8b, and figure 9a, 9b.

(a) (b)

Figure 8: Wavelet transform of the signal 𝑈2(𝑡). (a) is approximation coefficients of the wavelet
transform of the signal 𝑈2(𝑡); (b) is detail coefficients of the wavelet transform of the signal 𝑈2(𝑡).

5. Discussion

As a spectral analysis of a noisy acoustic signal, it was proposed to use a wavelet transform
based on the Daubechies wavelet function. This transformation has advantages over the Fourier
transform, as it is adaptive to obtain a set of informative acoustic features for UAV recognition,
which will keep the classification at a sufficiently high level. As a result of the first step of the
wavelet transform, the time resolution is halved, since only half of the samples characterize the
entire acoustic signal. However, the frequency resolution is doubled, as the signal now occupies
half the frequency band and the uncertainty is reduced. This procedure, known as subband
coding, is repeated further and the wavelet coefficients at the output of the low-pass filter are
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(a) (b)

Figure 9: Wavelet transform of the signal 𝑈3(𝑡). (a) is approximation coefficients of the wavelet
transform of the signal 𝑈3(𝑡); (b) is detail coefficients of the wavelet transform of the signal 𝑈3(𝑡).

fed to the same processing circuit, and the wavelet coefficients at the output of the high-pass
filter are considered the resultant wavelet coefficients.

The most significant frequencies of the input acoustic signal will be displayed as large
amplitudes of wavelet coefficients that characterize the corresponding frequency range. Small
values of wavelet coefficients mean low energy of the corresponding frequency bands in the
acoustic signal. These coefficients can be set to zero without significant signal distortion, which
is very promising in the formation of acoustic signal recognition features for UAV detection.

A wavelet transform is a decomposition of an acoustic signal into a system of wavelet
functions, each of which is a shifted and scaled copy of one function - the parent wavelet.
Usually, the parameter that determines the choice of the type of mother wavelet is the external
similarity of the signal under study and the transformation function. Based on this, it is advisable
to use Daubechies wavelets as the mother wavelet function for processing acoustic signals.

This is one of the most famous wavelets and its main properties are as follows:

1) the functions have a finite number of zero values, i.e., the Daubechies wavelet system has
the properties of smoothness and moment exclusion;

2) the functions have the properties of carrier compactness (rapidly increasing and rapidly
decreasing) and orthogonality, which makes it possible to accurately restore the acoustic
signal;

3) wavelets have both a wavelet function and a scaling function, which makes it possible to
perform multiple-scale and fast wavelet analysis.

Functions on the same scale and on different scales are orthogonal. Note that the property of
orthogonality allows us to obtain independent information at different scales, and normalization
ensures that the value of information is preserved at different stages of the transformation.
Among the disadvantages is the asymmetry of the Daubechies wavelet.

In acoustic signal processing tasks for UAV detection by noise, due to the unique sound
characteristics of UAVs, the requirements imposed on the shape of wavelet function spectra are
quite high, which leads to the use of a large number of zero moments (10-15 zero moments).
Daubechies wavelets of length 𝐿 have = 𝐿/2 zero moments. However, it should be remembered
that the number of zero moments determines the length of wavelet functions and, therefore, the
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speed of the algorithm for calculating the wavelet transform. In the classical Daubechies design,
the length of the filters is 𝐿 = 2, where 𝑀 is the number of zero moments. All Daubechies
wavelet functions have a compact carrier.

It is easy to see that the smoothness of wavelets increases as their order increases. At the same
time, the frequency of oscillations increases. These wavelets have a characteristic asymmetry,
namely the rise of the function is stretched compared to the decay.

The main problem when working with a wavelet transform is the problem of choosing the
most appropriate wavelet. The choice of a particular family of wavelets is dictated by the
application tasks and the type of information about the signal that needs to be maximally
detected (recognized). There are no hard and fast rules, but it is best to choose a wavelet so that
it belongs to the same class of functions as the signal being analyzed. If the original function
can be approximated by a polynomial, then the number of zero moments of the wavelet should
be approximately equal to the degree of the polynomial. The number of zero moments is more
important to achieve higher information content of wavelet coefficients, which increases with a
large number of zero moments.

6. Conclusion

This research paper is devoted to the wavelet analysis of acoustic signals of UAVs, which can
improve the efficiency of aircraft detection algorithms. The problem of spatial and temporal
wavelet processing of the received UAV acoustic signal by the criterion of maximum useful
signal-to-noise ratio on the basis of Daubechies wavelet basis is considered.

The necessary mathematical relations determining the sequence of processing of the received
acoustic signal on the basis of wavelet analysis using the Daubechies decomposition basis
are obtained. The vector of optimal weighted Daubechies wavelet coefficients is formed in
accordance with one of the known criteria of optimality of spatial and temporal processing, for
example, in accordance with the criterion of maximum signal-to-noise ratio.

The obtained simulation results reflect the effectiveness of the spatio-temporal wavelet method
for processing acoustic signals of UAVs in the Daubechies decomposition basis compared to the
less effective Fourier basis, and as a consequence, indicate its applicability for solving problems
related to the detection of UAVs by the acoustic method.

Further scientific research, continuing this topic, will be related to the construction of primary
acoustic features for UAV recognition. Acoustic noise emitted by a UAV is a realization of a
broadband random process, the description of which can be given by an energy wavelet spectrum.
Therefore, the information attributes of acoustic recognition of UAVs can serve as estimates of
spectral wavelet coefficients determined from a discrete realization containing a given number
of samples. The transition to secondary information features is carried out by constructing the
covariance matrix of spectral wavelet coefficients and its diagonalization. After the calculations,
the set of acoustic signs of UAV recognition, which came to the input of the system, corresponds
to some class, if the average value of the similarity coefficient for all pairs of vectors is greater
than a certain threshold value. The conducted theoretical studies allow us to develop a module
for the formation of a collection of acoustic recognition features of UAVs and a module that
implements the decision-making rule for the classification of feature vectors.
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Data processing method for multimodal distribution
parameters estimation
Oleksandr V. Solomentsev1, Maksym Yu. Zaliskyi1, Denys I. Bakhtiiarov1 and
Bohdan S. Chumachenko1

1National Aviation University, 1 Liubomyra Huzara Ave., Kyiv, 03058, Ukraine

Abstract
The increase in the amount of data makes it necessary to develop new methods of their processing. In
telecommunications and radio engineering, this trend is associated with the complication of signals for
the transmission of messages and an increase in the measurement parameters of both the equipment itself
and the processes of its operation. During the operation of information transmission systems, the task of
evaluating the parameters of the received signals, which are usually affected by interference, is important.
This paper considers the problems of synthesis and analysis of a data processing method for estimating
the parameters of multimodal distributions. The problem of synthesis is considered on the example of
the trimodal probability density function of the sample population, which includes chaotic impulse noise
of positive and negative polarity. The problem of analysis is solved on the basis of statistical simulation.

Keywords
Data processing, estimation, method of moments, method of quantiles, synthesis and analysis

1. Introduction

The development of Industry 4.0 is accompanied by an increase in data volumes in all its systems
[1, 2]. The capabilities of monitoring systems and computing systems make it easy to collect,
store and process these data [3, 4]. Intelligent data processing technologies give the opportunity
to implement the principles of data-driven decision-making [5], which significantly increases
the efficiency of using equipment for its intended purpose.

Information and measurement systems with use of statistical data processing technologies
solve problems of testing hypotheses, detection, estimation and measurement of distribution
parameters, filtration and extrapolation, pattern recognition, and others [6]. To ensure the
efficient functioning of measured data processing structures, it is advisable to have a priori
information about the parameters that characterize the distribution 𝑓(𝑛) of the noise component
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[7]. If such information is missing, then it is necessary to have estimates of the parameters of
the probability density function (PDF) 𝑓(𝑛) [8].

The analysis showed that it is quite difficult to obtain an analytical solution to the problem of
synthesizing an algorithm for estimating PDF parameters within the framework of any of the
known methods of estimation theory if the type of PDF is non-Gaussian [9, 10]. Therefore, this
paper considers the problem of synthesizing a suboptimal method for estimating PDF parameters
based on a combination of using the method of moments and the method of quantiles.

2. Literature review and problem statement

During the operation of radioelectronic and telecommunication systems, control actions are
formed to maintain the efficiency of using the equipment for its functional purpose [11, 12].
Control actions are formed based on the results of monitoring the condition of equipment,
components of the operation system, electromagnetic environment, and others [13]. As a rule,
information signals, parameters and data that characterize monitoring results are stochastic [14].
In radioelectronic and telecommunication systems, data can be associated with the trends of
changes in defining parameters, reliability indicators, and information signals for transmitting
messages [15, 16].

While measuring the defining parameters and reliability indicators, control and measuring
equipment is used, which can be located close to or remote from the equipment [17, 18]. In this
case, interference is possible, which is observed especially when monitoring the electromagnetic
environment [19, 20]. Data transmission channels may also be subject to interference influence
[21]. Interference distorts objective data about the state of radioelectronic and telecommuni-
cation systems [22, 23]. Data processing algorithms must be developed on the principles of
adaptation and readiness to process data with noise [24, 25].

For adaptation, it is necessary to estimate the interference parameters, and for this we need
appropriate estimation algorithms [26].

The literature presents a wide variety of methods for estimating distribution parameters.
Among these methods are [6, 7, 27]:

1. Maximum likelihood method.
2. Method of moments.
3. Method of maximum posterior probability.
4. Method of quantiles.
5. Heuristic methods and others.

Let us consider the generalized statement of the problem of this paper. The block diagram of
data processing includes a number of algorithms

−−−−−−−−→
𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠(

−−−→
𝐷𝑎𝑡𝑎/𝑠𝑖𝑔𝑛𝑎𝑙, 𝑛𝑜𝑖𝑠𝑒). Knowl-

edge of signal and noise patterns is the key to high-quality and efficient data processing for
decision-making. In this case, we can consider a generalized operator that generates efficiency
estimates and is associated with the functioning of data processing algorithms

−−−−−−−−→
𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = Θ(

−−−−−−−−→
𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠(

−−−→
𝐷𝑎𝑡𝑎/𝑠𝑖𝑔𝑛𝑎𝑙, 𝑛𝑜𝑖𝑠𝑒)). (1)

Evaluation and optimization of the efficiency is a complex task, so in this paper we will
consider the problem of estimating the noise parameters for a given signal-interference situation.
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3. Synthesis of data processing method for estimating the
parameters of multimodal distributions

While solving problems of statistical data processing, a following model is often used for
describing samples of measurement information

𝑦(𝑡) = 𝑠(𝑡) + 𝑛(𝑡).

where 𝑦(𝑡) is observable process; 𝑠(𝑡) is signal component, which reflects the objective process
of changing the properties of the phenomenon under study; 𝑛(𝑡) is noise component, which is
caused by errors in control and measuring equipment and the presence of interference in the
measuring circuits.

Analysis of measurement data shows that the noise component may include chaotic pulsed
noise of both positive and negative polarity relative to the nominal level. For this case, the noise
component can be characterized by the PDF of the following form

𝑓(𝑛) = (1− 𝑝1 − 𝑝2)𝑁(𝑚1(𝑛) = 𝑈+ = 𝑈− = 0, 𝜎(𝑛/𝑈+ = 𝑈− = 0))+

+ 𝑝1𝑁(𝑚1(𝑛) = 𝑈+, 𝜎(𝑛/𝑈+ = 𝑈− = 0)) + 𝑝2𝑁(𝑚1(𝑛) = 𝑈−, 𝜎(𝑛/𝑈+ = 𝑈− = 0)), (2)

where 𝑁(𝑚1(𝑛) = 𝑈+ = 𝑈− = 0, 𝜎(𝑛/𝑈+ = 𝑈− = 0)) is normal PDF of sample values in
case when chaotic pulsed noise is absent; 𝑁(𝑚1(𝑛) = 𝑈+, 𝜎(𝑛/𝑈+ = 𝑈− = 0)) is normal PDF
of sample values in case when chaotic pulsed noise is occurred with positive amplitude 𝑈+ and
average value of probability of pulsed noise presence 𝑝1; 𝑁(𝑚1(𝑛) = 𝑈−, 𝜎(𝑛/𝑈+ = 𝑈− = 0))
is normal PDF of sample values in case when chaotic pulsed noise is occurred with negative
amplitude 𝑈− and average value of probability of pulsed noise presence 𝑝2; 𝜎(𝑛/𝑈+ = 𝑈− = 0)
is standard deviation for noise component for those values of the sample for which chaotic
pulsed noise is absent; 𝑚1(𝑛) is expected value of noise component.

As can be seen, equation (2) is a weighted sum of three normal distributions. In this case,
the noise component is a non-stationary random process, which in general depends on time.
Therefore, to simplify mathematical calculations, we will make the assumption that the mixture
of the noise component is stationary. Then the data sample is homogeneous, and its mathematical
expectation and standard deviation do not depend on time. It should be noted that for the
example under consideration, five parameters need to be estimated, namely 𝜎(𝑛/𝑈+ = 𝑈− =
0), 𝑈+, 𝑈−, 𝑝1, 𝑝2 . In addition, we will assume that between the parameters 𝜎(𝑛/𝑈+ = 𝑈− =
0), 𝑈+, 𝑈− the following relationship exists

|𝑈+| ⩾ 3𝜎(𝑛),

|𝑈−| ⩾ 3𝜎(𝑛).

The procedure for synthesizing a method for estimating PDF parameters consists of two stages.
The estimation algorithm is based on a fixed and known sample size 𝑚. At the same time, we
believe that when forming a training sample −→𝑦𝑚, there is no signal component in the measured
process. Then the PDF of the mixture will coincide with the PDF of the noise (2). The estimation
algorithm splits the original sample into two parts. In this case, the first part contains samples
of the positive region, and the second contains negative values of samples.
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In accordance with this assumption, when comparing samples 𝑦𝑖 with a zero threshold, two
samples are formed 𝑦𝑚+ and 𝑦𝑚−. Let’s denote the sample 𝑦𝑚+ values as 𝑦𝑖1, and the sample
𝑦𝑚− values as 𝑦𝑖2.

The sample size 𝑚+ corresponds to the situation when 𝑦𝑖 > 0; the sample size c 𝑚−
corresponds to the situation when 𝑦𝑖 ⩽ 0. In general, the equation 𝑚+ +𝑚− = 𝑚 is correct.

For the estimation method, two pairs of sampling thresholds are presented, namely 𝑉1+, 𝑉2+

and𝑉1−, 𝑉2−. A possible view of the PDF 𝑓(𝑛) and the location of the thresholds𝑉1+, 𝑉2+, 𝑉1−, 𝑉2−
is shown schematically in figure 1.

Figure 1: The view of the PDF 𝑓(𝑛) and the location of the thresholds for initial sample.

The thresholds 𝑉1+, 𝑉2+ can be choosen using following conditions:⎧⎨⎩
𝑉1+ < 𝑉2+,

𝜎(𝑛) < 𝑉1+ < 2𝜎(𝑛)),
3𝜎(𝑛) < 𝑉2+ < 𝑈+.

(3)

This means that the threshold 𝑉1+ should not exceed the samples of that part of the chaotic
impulse noise, the mathematical expectation of which is zero, and the threshold 𝑉2+, in addition,
should not exceed the samples of that part of the chaotic impulse noise, the mathematical
expectation of which is 𝑚1(𝑦) = 𝑚1(𝑛) = 𝑈+. Similar considerations for choosing thresholds
𝑉1−, 𝑉2− take place for samples 𝑦𝑖 ⩽ 0.

Sample populations −→𝑦1 and −→𝑦2 have a probabilistic description that is different from that used
for the noise term in equation (2).

In particular case, for training sample −→𝑦1 when 0 < 𝑦𝑖 < ∞ one-dimensional PDF of 𝑦𝑖1 has
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the following form⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

𝑓(𝑦1/𝑝1+, 𝑈+, 𝜎(𝑦1)) = (1− 𝑝1+)
2√

2𝜋𝜎(𝑦1)
𝑒𝑥𝑝(− 𝑦21

2𝜎2(𝑦1)
)+

+𝑝1+
1√

2𝜋𝜎(𝑦1)
𝑒𝑥𝑝(− (𝑦1−𝑈+)2

2𝜎2(𝑦1)
),

−→𝑦1 > 0,
𝑝1+ = 𝑝1

𝐴1
,

𝐴1 =
∫︀∞
0 𝑓(𝑦/𝑝1, 𝑝2, 𝑈+, 𝑈−, 𝜎(𝑦))𝑑𝑦,

(4)

where 𝑝1+ is the average probability of the appearance of chaotic pulse noise of positive polarity
with an average amplitude 𝑈+ for the samples 𝑦1𝑖 that satisfy the condition 𝑦1𝑖 > 0; 𝐴1 is
normalization factor, which takes into account the truncated nature of the PDF; 𝜎(𝑦1) is standard
deviation of sample 𝑦1𝑖 that coincides with standard deviation 𝜎(𝑦) of initial PDF (2).

The PDF (4) is a weighted sum of two distributions: 1) truncated normal and 2) normal,
which corresponds to the chaotic pulse noise of positive polarity with the average amplitude
𝑈+. Taking into account the form of the original PDF (2), the truncated normal distribution
corresponds to the situation of the absence of chaotic pulse noise of positive polarity.

The number of unknown parameters of PDF (4) is equal to three, not counting the normaliza-
tion factor 𝐴1, the estimate of which can be obtained using the quantile method in accordance
with the following formulas:

𝐴*
1 =

1
𝑚

𝑚∑︁
𝑖=1

𝜉𝑖;

𝜉𝑖 =

{︂
1, 𝑦𝑖 > 0,
0, 𝑦𝑖 ⩽ 0;

𝑚+ =

𝑚∑︁
𝑖=1

𝜉𝑖.

Taking into account the conditions for setting discretization thresholds (2), we will obtain
a system of three equations for unknown parameters 𝑝1+, 𝑈+, 𝜎(𝑦1) using two estimation
methods: the method of moments and the method of quantiles. In accordance with the quantile
method, we equate the sample estimate ℎ*1(0 < 𝑦1𝑖 ⩽ 𝑉1+) of the probability of not exceeding
the threshold 𝑉1+ to a theoretically determined value ℎ1(0 < 𝑦1𝑖 ⩽ 𝑉1+) , taking into account
PDF (4).

The second equation of the system is obtained after equating the values of ℎ*2(0 < 𝑦1𝑖 ⩽ 𝑉2+)
and ℎ2(0 < 𝑦1𝑖 ⩽ 𝑉2+). For the third equation of the system, we use the method of moments
within the framework of the first initial moment of the random variable 𝑦1𝑖. The system of
equations will take the following form:⎧⎪⎪⎪⎨⎪⎪⎪⎩

ℎ*1+ =
∫︀ 𝑉1+

0 (1− 𝑝1+)
1√

2𝜋𝜎(𝑦1)
exp

(︁
− 𝑦21

2𝜎2(𝑦1)

)︁
𝑑𝑦1,

ℎ*2+ = (1− 𝑝1+) +
∫︀ 𝑉2+

0
𝑝1+√

2𝜋𝜎(𝑦1)
exp

(︁
− (𝑦1−𝑈+)2

2𝜎2(𝑦1)

)︁
𝑑𝑦1,

𝑚*
1 (𝑦1/0 < 𝑦1 < ∞) = (1− 𝑝1+)

√︁
2
𝜋𝜎 (𝑦1) + 𝑝1+𝑈+,

(5)
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where

𝑚*
1 (𝑦1) =

∑︀𝑚+
𝑖=1 𝑦1𝑖
𝑚+

;ℎ*1+ =

∑︀𝑚+
𝑖=1 𝜉

/
𝑖

𝑚+
;ℎ*2+ =

∑︀𝑚+
𝑖=1 𝜉

//
𝑖

𝑚+
;

𝜉
/
𝑖 =

{︂
1, 0 < 𝑦𝑖 ≤ 𝑉1+,
0, 𝑦𝑖 > 𝑉1+;

𝜉
//
𝑖 =

{︂
1, 0 < 𝑦𝑖 ≤ 𝑉2+,
0, 𝑦𝑖 > 𝑉2+.

Note that the first equation in the system (5) is obtained under the condition⎧⎪⎪⎨⎪⎪⎩
𝛽2 ≤ 𝛽1,

𝛽1 = (1− 𝑝1+)
∫︀ 𝑉1+

0
1√

2𝜋𝜎(𝑦1)
exp

(︁
− 𝑦21

2𝜎2(𝑦1)

)︁
𝑑𝑦1,

𝛽2 = 𝑝1
∫︀ 𝑉1+

0
1√

2𝜋𝜎(𝑦1)
exp

(︁
− (𝑦1+−𝑈+)2

2𝜎2(𝑦1)

)︁
𝑑𝑦1.

When calculating integrals in the system of equations (5), we can utilize the Laplace form of
the probability integral. In this case, we employ a linear approximation of the Laplace form
probability integral in the following way

Φ (𝑥) =
1√
2𝜋

∫︁ 𝑥

−∞
𝑒−

𝑧2

2 𝑑𝑧 = 𝑘 (𝑥+ 𝑎) 𝑓𝑜𝑟 − 𝑎 ≤ 𝑥 ≤ 𝑎. (6)

The parameter 𝑘 in equation (6) is chosen in such a way that the condition 𝑓(𝑥 = 0) = 0.5
is satisfied when 𝑥 = 0. In particular, for 𝑎 = 2, the parameter 𝑘 = 1/4, and for 𝑎 = 3, the
parameter 𝑘 = 1/6.

In general, linear approximations of the probability integral in Laplace form can have different
values of the parameter 𝑘 in equation (6). Therefore, we assume that in formula (5) when
determining ℎ*1+ and ℎ*2+ we use the following approximation{︂

Φ (𝑦1) = 𝑘1 (𝑦1 + 𝑎1) ,
Φ (𝑦1) = 𝑘2 (𝑦1 + 𝑎2) .

The solution of the system of equations (5) will yield the following expressions for determining
the desired parameters of PDF (4)⎧⎪⎪⎨⎪⎪⎩

𝜎* (𝑦1) =
[︁
−𝐸2 ±

(︀
𝐸2

2 − 4𝐸1𝐸3

)︀1/2]︁
(2𝐸1)

−1 ,

𝑝*1+ = 1− ℎ*1+𝜎
* (𝑦1) (2𝑘1𝑉1+)

−1 ;

𝑈*
+ =

[︁
𝑚*

1 (𝑦1)− (1− 𝑝*1)𝜎
* (𝑦1)

√︁
2
𝜋

]︁
(𝑝*1)

−1 ,

; (7)

where

𝐸1 = ℎ*1

(︃
1 + 𝑘2

√︂
2

𝜋
− 𝑘2𝑎2

)︃
;

𝐸2 = 2𝑘2𝑎2𝑘1𝑉1+ − ℎ*1+𝑘2𝑉2+ − 2ℎ*2+𝑘1𝑉1+;

𝐸3 = 2𝑘1𝑉1+𝑘2 [𝑉2+ −𝑚*
1 (𝑦1)] .
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The presented equation are also valid for the 𝑦2𝑖 values, which correspond to the training dataset
𝑦𝑛−.

According to the equation (7), it follows that there is uncertainty in choosing the sign in
front of the square root in the formula for estimation of 𝜎*(𝑦1). The conditions for choosing
the sign before the square root were determined based on the results of statistical modeling of
algorithms (7). It should be noted that when implementing the data processing algorithm, we
obtain two estimates of the standard deviation of the noise component, characterized by the
Gaussian PDF of its values: 𝜎*(𝑦1) after processing the counts from the sample 𝑦𝑛+ and 𝜎*(𝑦2)
after processing the counts from the sample 𝑦𝑛−. The final estimate of the standard deviation
sigma(y) 𝜎*(𝑦) for the PDF (2) is obtained as the arithmetic mean of these estimates, i.e.

𝜎* (𝑦) =
𝜎* (𝑦1) + 𝜎* (𝑦2)

2
. (8)

For the parameter estimation algorithm (7), it should be noted that figure 2 shows a scheme
of additional processing of information regarding the values of parameters 𝜎*(𝑦1), 𝑝1+, 𝑈

*
+,

obtained as a result of the data processing algorithm implementation. The data processing
algorithm initially calculates estimates for 𝜎*

(+)(𝑦1), 𝑝
*
(+)1+, 𝑈

*
(+)+, when the "+" sign appears

before the square root in (7), and estimates for 𝜎*
(−)(𝑦1), 𝑝

*
(−)1+, 𝑈

*
(−)+, when the " −" sign

precedes the square root in (7).

Figure 2: The scheme of additional processing of information regarding the values of parameters.
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Thus, when forming the desired estimates of the five parameters of PDF (2)𝜎(𝑦), 𝑈*
−, 𝑈

*
+, 𝑝

*
1, 𝑝

*
2,

the original training dataset 𝑦𝑚 is divided into two subsets: 𝑦𝑚+ and 𝑦𝑚−. Then, based on
data processing from the 𝑦𝑚+ subset, taking into account the information processing scheme
(figure 2), we estimate a portion of the desired parameters 𝑈*

+, 𝑝
*
1, as well as estimate 𝜎*(𝑦1).

Based on data processing from the 𝑦𝑚− subset, according to the information processing scheme
(figure 2), we estimate a portion of the desired parameters 𝑈*

−, 𝑝
*
2, as well as estimate 𝜎*(𝑦1).

Then, considering eqution (8), we determine the final estimate of 𝜎*(𝑦). The additional in-
formation processing scheme (figure 2) is constructed using known rules of algebraic logic.
We assume that if the 𝑝*(+)1+ > 0.1, 𝜎*

(+)(𝑦1) > 0, 𝑈*
(+)+ > 1, 𝑥 = 𝑈*

(+)+/𝜎
*
(+)(𝑦1) > 2 are

simultaneously fulfilled, this corresponds to the situation of forming the logical "one". Simi-
larly, if the conditions 𝑝*(−)1+ > 0.1, 𝜎*

(−)(𝑦1) > 0, 𝑈*
(−)+ > 1, 𝑥 = 𝑈*

(−)+/𝜎
*
(−)(𝑦1) > 2 are

simultaneously fulfilled, this also corresponds to the situation of forming the logical "one".

4. Analysis of data processing method for estimating the
parameters of multimodal distributions

The analysis of methods for estimating parameters is carried out on the basis of finding the
statistical characteristics of the estimates. The most complete one is the probability density
function of estimate. However, finding it causes significant difficulties when solving the analysis
problem analytically.

In this research, the problem of analyzing the method for estimating five parameters of the
PDF was solved on the basis of statistical simulation.

Statistical simulation was performed for 1000 iterations. During the simulation, the following
values of the parameters of the estimation algorithm were selected:

𝑉1+ = 1;𝑉2+ = 5;𝑉1− = −1;𝑉2− = −5; 𝑘1 =
1
3 ; 𝑎1 = 1.5; 𝑘2 =

1
6 ; 𝑎2 = 3.

The simulation process was carried out in the following sequence:

1. Generating three independent normal random variables in accordance with PDF (2).
2. Formation of uniform random variable in the interval [0; 1] and comparing it with

thresholds in accordance with the values 𝑝1 and 𝑝2.
3. Obtaining a dataset of the noise component.
4. Checking the conditions according to figure 2.
5. Dividing the dataset into two datasets.
6. Estimation of unknown PDF parameters according to formulas (7).
7. Finding the expected values and standard deviations of PDF parameter estimates.

The results of statistical simulation are presented in table 1.
Table 1 contains six options of initial parameters of PDF (2). The numerical values of parame-

ters are shown in table 2.
In general, the simulation results indicate the efficiency of the proposed method for estimating

the parameters of the PDF of the noise component. The advantage feature is the low value
of the estimates bias and the low level of the standard deviation. To increase the efficiency of
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Table 1
The results of statistical simulation.

Initial parameters Expected value / standard deviation of PDF parameter estimate

Estimated parameters 𝜎*(𝑦) 𝑈*
+ 𝑈*

− 𝑝*1 𝑝*2
Option 1 0.94 / 0.15 4.75 / 0.81 4.22 / 0.79 0.28 / 0.069 0.24 / 0.069
Option 2 0.99 / 0.12 4.81 / 0.42 4.48 / 0.54 0.27 / 0.051 0.26 / 0.047
Option 3 0.81 / 0.14 6.21 / 0.72 5.44 / 1.12 0.23 / 0.064 0.24 / 0.066
Option 4 0.83 / 0.14 6.38 / 0.67 5.39 / 1.07 0.21 / 0.057 0.25 / 0.039
Option 5 0.83 / 0.106 2.64 / 0.24 4.19 / 0.99 0.34 / 0.067 0.21 / 0.073
Option 6 0.84 / 0.085 2.72 / 0.17 4.02 / 0.49 0.32 / 0.049 0.21 / 0.042

Table 2
The numerical values of parameters.

Option number 𝜎(𝑦) 𝑈+ 𝑈− 𝑝1 𝑝2 𝑚

1 1 5 4 0.25 0.25 50
2 1 5 4 0.25 0.25 100
3 1 7 5 0.2 0.25 50
4 1 7 5 0.2 0.25 100
5 1 3 4 0.3 0.2 50
6 1 3 4 0.3 0.2 100

estimation more accurate techniques of approximation can be used, for example considered in
[28].

5. Conclusions

The paper is devoted to the problem of synthesis and analysis of the method for estimating the
parameters of multimodal distribution. Such distributions are often used to describe non-Gausian
noise. The paper considers the specific example of interference in the form of chaotic pulsed
interference with positive and negative polarity values. Such noise case can be described by a
five-parameter PDF according to Tukey’s model as a weighted sum of three normal distributions.

The synthesis of the method for estimating the five parameters of the PDF was carried out
based on the use of the method of moments and the method of quantiles, which made it possible
to obtain the system of equations containing the estimation parameters. The numerical solution
of the equations was made possible by approximating the probability integral using the linear
function.

The analysis of the method for estimating the five parameters of the PDF was carried out on
the basis of statistical simulation. The simulation results have showed satisfactory estimation
results.
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Abstract
Identification of the main directions of using artificial intelligence to optimize the marketing strategies of
companies in the digital environment is important in the conditions of intensifying competition on the
Internet. Artificial intelligence is considered as a tool for qualitative transformations in the use of digital
marketing tools based on various information generated in the global network. The methodological
basis of the study is a comprehensive analysis of scientific approaches to the practice of implementing
artificial intelligence in the field of digital marketing, the formation of an information base for modeling,
and the identification of optimal machine learning algorithms to ensure the competitiveness of brands
on the Internet. A scheme of the main sources of information, which must be used by the company for
the implementation of artificial intelligence algorithms in the process of increasing the effectiveness of
digital marketing tools use, has been developed. Digital marketing tools are presented, which are used to
establish communications with the target audience in the long term and ensure an economically feasible
level of conversion. The main stages of companies’ interaction with the audience on the Internet using
modern machine learning algorithms are presented. The main directions of using artificial intelligence in
digital marketing have been characterized, which enable the company to achieve a high level of loyalty
among users based on personalized interaction models.
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artificial intelligence, big data, content, digital marketing, machine learning, optimization, target audience
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1. Introduction

Digitization processes force companies to pay significant attention to interaction with users
on the Internet. The role of digital communications is gradually increasing, as the result of
demographic processes is the replacement of older generations by representatives of more
innovatively oriented consumers. Generation Y has certain characteristics of conservative
behavior, but they are prone to relatively active use of innovative technologies in everyday
life. Along with this, representatives of the Z and Alpha generations belong to the digitized
generation, as they were born during the period of intensive development of the Internet and
the active introduction of various gadgets to the market [1].

Digitization leads to the transformation of the behavior of consumer groups and the growth
of their dependence on innovative technologies. A huge number of modern users spend a
significant part of their time on the Internet every day for work, study, leisure, etc. Digital
technologies significantly simplify the performance of various tasks and the search for relevant
information. Accordingly, modern generations choose more innovative models of behavior
and consumption, which leads to the transformation of various types of economic activity.
Companies to ensure a sufficient level of competitiveness in the markets of operation on an
ongoing basis integrate advanced approaches and technologies into their activities [2, 3].

The process of interaction with users involves the development and implementation of
marketing strategies that allow companies to promote products on the market and ensure an
economically justified level of profitability. By using effective digital marketing tools, companies
get the opportunity to identify their target audience and establish close, long-term relationships
with users. The development of technology leads to the evolution of digital marketing and the
emergence of more effective tools that help increase the conversion rate. Social communica-
tions migrated from the offline to the online environment, acquiring specific characteristics of
interaction between users and companies. The orientation of a significant number of modern
users to communication in the digital environment stimulates the development of various social
networks, which are characterized by certain differences in the construction of communications
and the demonstration of thematic content. There are leaders in the social media market, along
with this, innovation and a high level of competition stimulate the launch of new products.
In 2023, the social network and microblogging service Twitter started rebranding to X, which
involves not only changing the brand name but also bringing the existing services and func-
tionality of this network in line with the realities of the modern market. In 2021, Facebook was
rebranded as Meta, due to the need to create a virtual reality universe that would function as a
social media for digital user interaction [4].

The functioning of companies in a digital environment and the use of modern marketing tools
enable companies to accumulate large volumes of various information. It is advisable to use
specialized web analytics services for data collection. Along with this, the search for relevant
information can be carried out thanks to the use of various methods that have gained significant
distribution in the field of Data science. Effective methods of collecting big data in real time
include site parsing, which allows for generating relevant information on legal grounds. The
information obtained from various sources acts as a valuable resource for finding directions
for optimizing the company’s marketing strategy in the digital environment and achieving
economically feasible results in specific time intervals. Automated real-time data collection
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allows companies to quickly identify existing risks and make relevant effective decisions, which
is impossible to achieve when using traditional statistical methods of information collection [5].

The development of the market of cloud services has led to the appearance on the market
of specialized companies that allow based on powerful servers to accumulate and process
large volumes of various information [6]. The presented technology has led to the active
development and introduction of various machine learning algorithms used to identify hidden
relationships in accumulated data. Artificial intelligence, based on machine learning algorithms
and characterized by the ability to learn by the changing influence of internal and external
environmental factors, is very popular in the modern world [7, 8, 9].

The purpose of this work is to study the peculiarities of the accumulation of big data and its
processing thanks to artificial intelligence to increase the efficiency of digital marketing tools
used. The paper considers the main algorithms of machine learning, which are implemented
within the framework of artificial intelligence. The integration of artificial intelligence into
digital marketing tools will allow to increase in the level of personalized models accuracy of
interaction with customers and will contribute to increasing the level of the target audience
loyalty.

2. Related works

The functioning of modern companies in the digital environment and the presence of significant
competition requires the search for innovative approaches that will allow them to achieve an
economically justified level of conversion due to the loyalty of the target audience. Thanks to the
use of modern mathematical algorithms by scientifically based methodological approaches for
processing heterogeneous information, it is possible to optimize the use of resources available
in the company. The development of server technologies has made it possible to implement
effective machine learning algorithms that allow the processing of big data and quickly provide
results for adjusting marketing strategies. A comprehensive analysis of research shows that
there is a significant interest among scientists in identifying new directions for the use of
artificial intelligence in the field of digital marketing.

A comprehensive analysis of the features of artificial intelligence use in the field of marketing
in modern conditions was carried out by Dumitriu and Popescu [10]. The authors emphasize the
key role of digitization processes as a locomotive for the development of the global economic
environment, all types of economic activity, and individual companies. A four-stage model
is presented, which allows for an increase in the visibility of the company’s web resources
in the digital environment based on artificial intelligence algorithms. The necessity of using
machine learning in the process of improving the system of search engine optimization and
identification in an automated mode of high-frequency keywords is proven. Updating the list of
keywords makes it possible to ensure a high level of communication with the target audience
by the preferences and behavior patterns of users in search engines.

The study of content’s role in social media in building effective models of interaction with
the target audience is presented by Shahbaznezhad et al. [11]. The selection of relevant content
and the formation of an effective content plan make it possible to attract the attention of a large
number of users and keep their attention for a long time. By driving interest in their social
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media pages, companies have the opportunity to promote products and increase conversion
rates. The article by Banerjee [12] is devoted to the features of content selection for social media
thanks to artificial intelligence. The authors consider the issues of identifying fake content and
building trust with subscribers based only on reliable information.

Balaji et al. [13] proved the importance of using social media for interaction with users, which
is connected with the desire of modern generations to actively interact in the digital environment.
The process of communications leads to the generation of big data on an ongoing basis, which
makes it possible to accumulate valuable information for improving marketing strategies
promptly respond to changes in user behavior, and satisfy identified needs by companies. The
authors present the most effective machine learning algorithms, which are advisable to use
for processing data generated in social media and developing effective management solutions
based on the obtained results. Thanks to the use of artificial intelligence, companies get the
opportunity to increase the number of followers on social media and generate high interest in
their products.

3. Models and methods

The implementation of various machine learning algorithms involves the use of large data that
is accumulated by the company in the digital environment and can be used for modeling and
optimization of existing processes. Figure 1 presents the main sources of information that a
company can use when integrating artificial intelligence into digital marketing tools.

According to the presented approach, it is advisable to collect data in three main directions,
which is explained by the peculiarities of the company’s interaction with other Internet partici-
pants. To collect data from the company’s own websites and social media, it is advisable to use
specialized web analytics tools that connect to the company’s resources and collect information
about various activities on an ongoing basis. Web analytics is also used to evaluate the activity of
advertising campaigns, but the traffic for advertising messages comes to the company’s Internet
resources [16]. Accordingly, thanks to web analytics, the effectiveness of the implementation
of advertising measures is also evaluated on the company’s resources. When setting up web
analytics tools by science-based approaches, the system of metrics used for data collection is
determined. The flexibility of this approach allows companies to update the indicators used at
any time, adapting to changes in the influence of internal and external environmental factors.
In some cases, it is possible to use web analytics tools to research competitors’ web resources,
but this approach allows companies to get only a limited set of data [17].

To collect socio-economic and demographic indicators on the Internet, including data on
functioning markets, main competitors, and consumers, it is advisable to use publicly available
sources. First of all, it is possible to use information from international organizations, national
statistical organizations, and state administration bodies [18]. Along with this, it is possible to
download data from the sites of non-governmental organizations and thematic communities.
The presented information is mainly in an aggregated form and is intended for public use, as it
is not a commercial secret. However, the application of these data makes it possible to adapt
the marketing strategy in the offline and online environment to the existing realities, which
helps to increase the competitiveness of the company in the long term.
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Figure 1: The main sources of information for artificial intelligence applications in digital marketing
[14, 15].

In the conditions of digitalization, the scraping of web resources becomes an important tool
for gathering information, as it allows companies to automate the search and accumulation of
relevant data. In most cases, scrapers allow to quickly accumulate data that can be collected
by company employees when browsing competitors’ web resources, but people need much
more time to search and collect valuable information [19]. For marketing purposes in the digital
environment, scrapers may collect the following information about competitors and the market
environment: product prices, textual content, related competitor information, product reviews
and ratings, socio-demographic characteristics of customers and visitors, popular hashtags,
available promotions and discounts, keywords, e-mails and other personal data of users, photos,
videos, and other media content. In certain cases, unethical or illegal use of scraping is observed,
which leads to obtaining personal data that is not publicly available [20].

There are a large number of tools that are characterized by certain differences and are used
to interact with the target audience and establish communications in certain conditions. An
effective marketing strategy in the digital environment involves the simultaneous use of several
tools, the combination of which varies depending on the specifics of the influence of internal and
external environmental factors. Comprehensive influence on the target audience thanks to the
use of selected digital marketing tools allows to achieve the highest possible level of conversion
and provides prerequisites for a loyal attitude of users to the brand over a long period. It should
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be noted that the set of tools may change with the transformation of the company’s marketing
strategy in the digital environment. Figure 2 shows the main digital marketing tools.

Figure 2: Digital marketing tools [21].

Information exchange during the implementation of digital marketing tools has a reciprocal
nature, because thanks to the use of existing tools, the company gets the opportunity to
collect complex data about related processes. Along with this, based on the received big
data, a comprehensive analysis of the investigated phenomena is carried out, including the
implementation of machine learning algorithms, and the obtained results are the basis for
optimizing the use of digital marketing tools. Accumulating up-to-date information on an
ongoing basis makes it possible to adjust the marketing strategy in the digital environment and
achieve effective results in long-term periods [22].

Users act as an important source of information for the company, interacting with the
brand through web resources (including social media, advertising messages, and other digital
communication channels). The use of web analytics tools and other approaches to gathering
information allows the company to accumulate large data that is used in the implementation of
machine learning algorithms. Figure 3 shows companies’ interaction with the audience on the
Internet.

In the process of the company’s interaction with users, various web resources are used, which
is explained by the expediency of using a certain number of digital communication channels.
Depending on the personalities of the target audience and the specifics of the company’s
activities and product characteristics, various interaction channels can be used. However,
for communications with the target audience, in many cases, the company’s official website,
specialized landing pages with promotions or individual products, various social media, Internet
advertising, etc. are used. The use of a certain number of digital marketing channels allows a
brand to increase the reach of the target audience and ensure an economically justified level of
conversion.

When users interact with specific web resources of the company, web analytics tools collect
information from the selected metrics system. Accumulated information is transferred to servers
and processed using machine learning algorithms. Following the scientific methodology, the data

160



Figure 3: Companies’ interaction with the audience on the Internet [23, 24, 25].

processing system is adjusted, which includes the selection of the machine learning algorithm.
Based on the data received from the user, a specific mathematical model is implemented and
the optimal digital marketing tool is selected for further interaction with the relevant client.

Choosing a model of interaction with specific consumers based on complex calculations allows
a company to achieve effective results with a high level of probability. Due to user identification,
relevant content and optimal communication channels are selected. The interaction of the
company with the user in the digital environment by the identified consumer behavior and
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psychological characteristics is positively perceived by the client and leads to the formation of
a loyal relationship with a specific brand over a long period [26, 27].

In modern conditions, machine learning algorithms are used as elements of artificial intelli-
gence to obtain optimal results. When using artificial intelligence in digital marketing based on
big data, there is a constant process of improving the realization of relevant machine learning
algorithms and obtaining more accurate results. The increase in accuracy is achieved due to
the self-learning of models by the action of internal and external environmental factors with a
constant search for optimal solutions.

The use of artificial intelligence in the improvement of the company’s marketing strategy
in the digital environment allows companies to obtain a set of advantages based on the use of
comprehensive information on the studied phenomena. The application of various thematic
content significantly expands the possibilities for the application of machine learning algorithms.
It should be noted that various groups of users communicate with the brand and other partici-
pants through the use of various behavioral models. The social networks are configured to use
specific content in the communication process. The collection of heterogeneous information
and its processing thanks to the use of machine learning algorithms allows for a more detailed
investigation of existing processes and the identification of hidden relationships [28].

Given the importance of using artificial intelligence in digital marketing, it is necessary
to describe the main areas of integration of this approach to optimize interaction between
companies and the target audience. First of all, it is advisable to pay attention to the following
areas of application:

1. Analysis of big data. Machine learning algorithms allow companies to process large
amounts of information and identify hidden relationships between the company, its
products, and the target audience. Thanks to different approaches, photo, audio, and video
content are transformed into digital form and used for comprehensive analysis. Along
with this, cause-and-effect models are implemented to determine the influencing factors
on consumer behavior and forecasts are made regarding the trends in the development of
phenomena related to the marketing digital environment. Artificial intelligence gradually
adapts to existing circumstances and allows you to build dynamic regression and predictive
models online [29].

2. Personalization of content. Integration into artificial intelligence of various classification
models, including clustering by a large number of indicators, allows for dividing the
population of users into specific groups. The identification of hidden relationships leads
to the identification of groups of customers with special needs, which involves the
implementation of specialized communication models to satisfy individual consumers. For
each of the groups, specialized content is selected, which with a high level of probability
will be suitable for the presented target audience. Thanks to the use of artificial intelligence,
an individual consumer will not only receive relevant content but will also perceive
interaction with the company as a personalized approach. Formation in the mind of the
client of an individual approach on the part of the company leads to the construction of
close long-term communications.

3. Content generation. Modern artificial intelligence allows companies not only to process
a variety of data but also to generate a variety of content based on input information.
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OpenAI company developed ChatGPT, which is very popular in today’s world. Among
the applied areas, it is advisable to pay attention to digital marketing, because using this
service it is possible to generate relevant content by a text request. The generated text
information can be used for posting on the company’s web resources, writing scripts for
advertisements, etc. Along with this, the received text should be used to communicate
with the target audience on social media. Interaction with users and answering topical
questions in social networks should be prompt, which involves the use of relevant textual
content. ChatGPT allows companies to optimize the marketing of social networks and
ensure a high level of interest and loyalty in the target audience. The market of artificial
intelligence is actively developing, which led to the appearance on the market of Copilot
(Microsoft), Gemini (Google), Bedrock (Amazon), Llama 2 (Meta), etc. Along with this,
OpenAI has developed an innovative product based on Dall-E 3 and ChatGPT, which
allows generating complex images based on text description. The resulting visual content
contains several drawn objects that can interact with each other [30].

4. Customer support. The presented direction of using artificial intelligence in digital mar-
keting combines to a certain extent the two previous directions, as it allows interaction
with users, identifying their needs based on requests, and providing reliable answers
with a high level of probability. The development of mathematical algorithms makes it
possible to endow chatbots with certain human traits, which are positively perceived by
the target audience. Thanks to the evolution and improvement of artificial intelligence,
chatbots get the opportunity not only to classify a request and provide an answer from
the existing library of sentences but also to independently generate answers. Along with
text assistants, voice services are actively developing, and are gaining popularity among
modern consumers [31].

5. Sentiment analysis. Companies need to receive objective information about the attitude
of the target audience to brands and corresponding products. Along with the basic
information provided by web analytics services about visiting resources on the Internet
and revealing interest in products through views and purchases, it is also advisable
to conduct a detailed analysis of user reactions in comments. When evaluating the
relationship of the target audience, it is possible to use likes and other buttons with
reactions, along with this, users like to leave various comments. Thanks to sentiment
analysis based on artificial intelligence, it is possible to identify user points of view based
on comments, emoticons, and other graphic content. Identifying the relationship of the
target audience to certain activities of the brand in social media allows c to adjust the
company’s strategy in the digital environment to achieve an optimal result [32].

4. Further research

The obtained results show the prospects of using artificial intelligence to optimize the use of
digital marketing tools by companies. The development of server technologies and programming
languages makes it possible to identify new, more productive machine learning algorithms. In
parallel, specialized programming languages are developing, first of all, it is necessary to pay
attention to Python and libraries for implementing the corresponding mathematical algorithms.
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These directions are important for the development of science as a whole and the development
of innovative methodological approaches in the field of digital marketing. Deepening the study
of certain machine learning algorithms according to the needs of specific digital marketing tools
will significantly increase the effectiveness of interaction with the target audience, focusing on
the implementation of a personalized approach and the generation of unique content according
to the requests of an individual client. Studying issues related to the creation of a personal
experience through artificial intelligence in the process of interaction between the brand and
the client will contribute to the growth of ties between the participants of the communication
process over a long period.

5. Conclusions

AI-based digital marketing tools are becoming a necessary component of companies’ strategies
on the Internet, as they allow to ensure the necessary level of competitiveness. Thanks to the
application of big data generated continuously in the digital environment, machine learning
algorithms are self-learning and constantly find more effective ways to improve marketing
strategies. The use of artificial intelligence is constantly expanding due to the discovery of new
directions and opportunities in digital marketing. The introduction of innovative approaches
will be carried out in the future continuously due to significant competition between companies
and the formation of a stable demand for advanced information products that allow identifying
the target audience and ensuring a high level of loyalty. Along with this, in the process of
implementing marketing strategies in the digital environment, there is a constant need for
relevant content to form close communications with consumers.
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Modern methods of energy consumption optimization
in FPGA-based heterogeneous HPC systems
Oleksandr V. Hryshchuk, Sergiy P. Zagorodnyuk

Taras Shevchenko National University of Kyiv, 64/13 Volodymyrska Str., Kyiv, 01601, Ukraine

Abstract
High-Performance Computing (HPC) systems play a pivotal role in addressing complex computational
challenges across various domains, but their escalating energy consumption has raised concerns re-
garding sustainability and operational costs. This paper presents a comprehensive investigation into
the parametrization and modeling of energy consumption in heterogeneous HPC systems, aiming to
provide valuable insights for optimizing energy efficiency while preserving performance. We begin by
characterizing the heterogeneity within modern HPC environments, which encompass diverse hard-
ware components, such as CPUs, GPUs, FPGAs, and accelerators. Our research delves into modeling
techniques, leveraging heuristics methods and statistical approaches to construct accurate predictive
models for energy consumption. Furthermore, we explore the integration of dynamic power management
strategies, such as DVFS (Dynamic Voltage and Frequency Scaling) and task scheduling, to optimize
energy usage without compromising performance. This paper provides a vital foundation for sustainable
HPC practices, enabling researchers and practitioners to make informed decisions for achieving enhanced
energy efficiency without sacrificing computational performance.

Keywords
high-performance computing (HPC), FPGA, power modeling, power analysis, heterogeneous computing,
power saving, task scheduling,

1. Introduction

Today’s large-scale computing systems, such as data centers and high-performance computing
clusters (HPCs), are severely limited by power and cooling costs for extremely large-scale (or
exascale) problems. The steady increase in electricity consumption is a growing concern for
several reasons, such as cost, reliability, scalability, and environmental impact. Nowadays data
centers use 200 TWh per year and contribute near 0.3% of whole carbon emissions in the world,
when entire complex of ICT (Information and computing technology) devices produce up to 2%
of it [1]. Best case scenario model predicts that in 2030 ICT will share 8% of whole electricity
consumption in the world [2], while worst case scenario anticipate 51% of global electricity usage.
This potential increase in power consumption and, sequentially, cost of computing operations
leads researcher and engineers to investigate and develop new techniques and approaches to
optimize power management in HPC systems and in ICD domain in general.
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Figure 1: General classification of power management methods in computer systems.

Present-day there are set of methods and approaches to resolve this energy optimization issue,
mainly only for homogeneous CPU-based HPC systems. General taxonomy of this techniques,
suggested in [3] and depicted on figure 1 and can be divided into two main groups SPM (static
power management) and DPM (dynamic power management). SPM methods, divided in two
separate groups (for hardware and software level management) usually defined during design
time and cannot be changed in runtime. Hardware SPM techniques can be detailed and split
into three separate groups [3]:

1. Circuit level
2. Logic level
3. Architecture level

DPM methods widely used in HPC [4] systems can be divided into two main groups – DCD
(Dynamic component Deactivation), based on predictive and heuristic approaches, and DPS
(Dynamic Power Scaling), like resource throttling and DVFS (Dynamic Voltage Frequency
Scaling). This techniques can be a foundation for more complicated optimization methods, in
example, task scheduling based on DVFS [5] or DCD heuristics applications [4].

Methods described before can be used on different hardware platforms, both homogeneous
(well-studied nowadays) and heterogeneous (with GPU, TPU, FPGA and CGRA), which became
popular in HPC according to a survey on Deep Learning hardware accelerators for heterogeneous
HPC Platforms [6]. At the same time number of scientific papers on energy-aware optimization
for HPC systems with FPGA controllers are extremely low (1-3 per year), compared to all
researches about “FPGA heterogeneous computing” (see figure 2 with data obtained from
app.dimensions.ai) which indicates a limited number of solutions in this domain, so this work
will be focused on heterogeneous applications of energy-aware optimizations in HPC systems.
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2. Energy optimization theory

2.1. Optimization problem definition for task scheduling

In introduction section was mentioned that optimization techniques can be divided into hard-
ware and software types, first of them are case-specific for different variations of hardware
like CPU, memory chips, NIC, etc., while software-defined approaches can be generalized
and provide a solution for disparate equipment with same characteristics/types, in example,
homogeneous or heterogeneous GPU and TPU-based HPC clusters [7]. Such software solutions
are often leads to energy-efficient task-scheduling methods, optimization problem for which
can be defined in a way that described next.

For a finite set of jobs(task) 𝐽 and a finite set of resources 𝑅, 𝑡𝑖𝑚𝑒(𝑗, 𝑟) is a function, that
returns time of execution of job 𝑗 ∈ 𝐽 on resource 𝑟 ∈ 𝑅 [4].Then scheduling can be de-
scribed as task of finding a set of start times {𝑠1, 𝑠2, . . . , 𝑠|𝐽 |} for jobs, allocated to resources
{𝑎1, 𝑎2, . . . , 𝑎|𝐽 |} in conditions where:

∀𝑠𝑥 : ∄𝑠𝑦 : 𝑠𝑥 ≤ 𝑠𝑦 + time (𝑦,𝐴𝑦) ∧ 𝑠𝑦 ≤ 𝑠𝑥 + time (𝑥,𝐴𝑥) ∧ 𝑎𝑥 = 𝑎𝑦, ∀𝑎𝑥 : 𝑥 ∈ 𝑅 (1)

Additional optimization conditions (see equation 2) can be applied to provided scheduling,
where optimization criteria can be finding maximum or minimum, depending on formulation
of a function which involves simple metrics such as execution time, consumed energy, etc. [4].

Figure 2: Count of scientific publications per year on topic “FPGA heterogeneous computing” and
“Energy-aware FPGA heterogeneous computing” from 2014 to 2023.
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min /max
(︀

OptimizationCriteria
(︀{︀

𝑠1, 𝑠2, . . . , 𝑠|𝐽 |
}︀
,
{︀
𝑎1, 𝑎2, . . . , 𝑎|𝐽 |

}︀)︀)︀
(2)

This model is extremely simplified and does not suitable for real applications due to several
reasons – it assumes that one resource can take only one task at the time, number of available
resources always equal or higher than number of jobs to complete and does not include impact
of communication between tasks on nodes or computing elements. To resolve these problems
and adapt model to real world upgraded model was suggested [4] – for two tasks 𝑥 and 𝑦
from set of jobs pairs 𝐷, 𝑃𝑗 is set of devices, which can be assigned for job 𝑗 ∈ 𝐽 , time of
communication between jobs obtained from function 𝑐𝑜𝑚𝑚(𝑥, 𝑦, 𝑎𝑥, 𝑎𝑦), then solution is a set
of assignments 𝐴𝑗 and start times {𝑠1, 𝑠2, . . . , 𝑠|𝐽 |} for each job, like it described in equations
3-6:

∀𝑥 ∈ 𝐴𝑗 : 𝑥 ∈ 𝑃𝑗 (3)

∀𝑠𝑥 : ∄𝑠𝑦 : 𝑠𝑥 ≤ 𝑠𝑦 + time (𝑦,𝐴𝑦) ∧ 𝑠𝑦 ≤ 𝑠𝑥 + time (𝑥,𝐴𝑥) ∧𝐴𝑥 ∩𝐴𝑦 = ∅ (4)

∀{𝑥, 𝑦} ∈ 𝐷 : 𝑠𝑥 + time (𝑥,𝐴𝑥) + comm(𝑥, 𝑦,𝐴𝑥, 𝐴𝑦) ≤ 𝑠𝑦 (5)

With optimization condition:

min /max
(︀

OptimizationCriteria
(︀{︀

𝑠1, 𝑠2, . . . , 𝑠|𝐽 |
}︀
, 𝐴1, . . . , 𝐴|𝐽 |, 𝐷

)︀)︀
(6)

This method involves enumeration of all jobs for all available resources, which leads to
idea that solution can not be found in polynomial time, and it was proved that problem of
energy-efficient active time [8] scheduling is NP-Complete [5], so to be able use this model
there can be a two possible ways – use predefined constraints and precalculated configurations
or use heuristic methods, in example genetic algorithms [9], to find solution during runtime.

2.2. Optimization criteria

General optimization problem was described in previous section, and to be used in real HPC
systems in requires properly defined optimization criteria. Existing solutions in this domain
based on energy consumption metric (EC), or can take under consideration other properties,
in example, execution time, etc. [4]. Power consumption can be described via energy itself (in
joules or watts), or can be represented with more complicated models like instruction per joule
or power per watt [10]. This approach used in Green500 rating as FLOPS per Watt metric [11].

More sophisticated can use combination of following metrics such as EC (energy consump-
tion), ExecT (execution time), utilization, average weighted time, wait time, power, Pareto front,
AST, AFT, clock frequency, work(job) per energy, reliability, electricity cost, temperature, EDP,
EDF, Number of cores, Probability of execution, branch transition rate, cache efficiency, issue
width [4]. In example new algorithm was proposed for reformed scheduling method with energy
consumption constraint (RSMECC), based on AST, AFT and energy consumption metrics [12].
This algorithm can make it possible to more efficiently solve a wide range of computing tasks,
including in the field of neural networks, complex 3D modeling and artificial intelligence.
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3. Cluster architecture

Nowadays HPC clusters widespread around the world in different forms and variations, but
generally main part of them are based on homogeneous massive parallel processor architecture
(MPP), which inherited from older NUMA (non-uniform memory access) architecture [13]. This
approach looks similar to shared-memory technology, but in this case each processor in cluster
is connected to it’s own part of memory and create entity of single independent node, which
connected with other nodes via network interface card and common network (see figure 3).
Absence of shared memory between nodes (not including common NAS) simplifies design and
reduces inefficient components therefor improving scalability and stability of HPC system [13].
At the same time due to lack of shared memory, a processor core in one group must employ a
different method to exchange data and coordinate with cores of other processor groups [14].
This issue become more visible for heterogeneous systems, based on CPUs form different series
or types, or even for GRID computing systems [15].

Figure 3: MPP HPC cluster architecture.

Another popular approach for building HPC systems is usage of symmetric multi-processors
(SMP). It embodies a category of parallel architectures that harness the power of multiple pro-
cessor cores to enhance performance by leveraging parallel processing, all the while upholding
a unified memory structure that spans the entirety of the parallel computing system [13].

An SMP defines a self-contained and self-sustaining computer system equipped with all the
subsystems and components essential for fulfilling the demands and facil-itating the execution
of various applications. It can operate independently to support user applications designed as
shared-memory multi-threaded programs, serve as one among several equivalent subsystems

171



in a scalable MPP systems or commodity clus-ter, and work as a throughput computer for the
simultaneous execution of independent concurrent tasks [14]. General architecture of SMP
system depicted on figure 4.

Figure 4: Internal architecture of SMP HPC system.

3.1. Heterogeneous cluster architecture comparison

Heterogeneous computing in HPC refers to the utilization of diverse hardware accelerators, like
general purpose graphic processing unit (GPGPU), field programmable gate array (FPGA), coarse-
grained reconfigurable array (CGRA) [15] and specialized coprocessors, alongside traditional
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CPU. This approach harnesses the strengths of different computing components to optimize
performance and energy efficiency, making it particularly well-suited for workloads that can
benefit from parallel processing. Most common heterogeneous clusters involve usage of coupled
CPU and GPGPU as single node, therefore nowadays exists energy efficient solutions for this
kind of HPC system, which was analyzed in [4].

But FPGA in same time in HPC is a new type of accelerators and less studied as it was shown
in Introduction section of this paper. But nowadays there are existing works on this topic, in
example the technique of cooperative CPU, GPU and FPGA task execution, based on EngineCL
framework was suggested in [16]. Also, new approach, called Cooperative Heterogeneous
Acceleration with Reconfigurable Multi-devices (CHARM) was proposed for multi hybrid
accelerated cluster with GPU and FPGA coupling, which was implemented in “Albireo-nodes” in
Cygnus cluster, based on CPU Intel Xeon Gold, GPU NVIDIA Tesla V100 x4 and FPGA Nallatech
520N with Intel Stratix10 [17]. Architecture of this nodes shown of figure 5.

Characteristic comparison for Cygnus supercomputer node and heterogeneous system from
EngineCL test setup shown on table 1. At the same time, for EngineCL was shown that
performance improvement from heterogeneity was obtained for all benchmark tasks ("Matrix
multiplication", "Mersenne Twister", "Watermarking", "Sobel Filter", "Nearest Neighbor", "AES
Decrypt"), but energy consumption improvement was detected only for "Sobel Filter" [16],
which leaves a research gap for searching energy-optimization methods for this kind of system.

Table 1
Comparison of Cygnus and EngineCL setup node specifications.

Characterisic Cygnus EngineCL test setup

CPU Intel Xeon Gold x2 Intel Core i7-G700k
GPU Nvidia Tesla V100x4 (32 Gb x4) Nvidia GeForce GTX Titan X (12 Gb)
FPGA Intel Stratix 10x2 Altera DE5NET Stratix V
RAM 192GB 64GB
Number of nodes 32 GPU+FPGA, 46 CPU-only 1
Energy-efficiency N/A 1 of 6 benchmark tasks

Consequently, this two works have a lack of energy consumption optimization for described
systems, and despite existing methods of power management and optimization described in
survey of FPGA optimization methods for data center energy efficiency [18]. Finding “general”
solution for FPGA-kind of system is complicated due to the necessity of reconfiguring of
hardware for each specific task (job), but nevertheless, energy optimization constraints with
proper criteria, described in “Energy optimization theory” section of this paper can be applied
to multi-hybird hardware FPGA systems to optimize power consumption.

4. Conclusions

This paper shows modern theories and approaches for power consumption planning and
optimizations for heterogeneous HPC systems, including optimization model for MPP system,
described in third section of this paper. As this problem in NP-complete, heuristics approaches
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Figure 5: Internal architecture of Albireo-node from Cygnus cluster.

for finding solutions was mentioned. Results from mentioned solutions can be implemented on
hardware or software level via DPM technologies. At the same time mentioned solutions is well
suited to only CPU-GPU coupled systems, but not for CPU-GPU-FPGA coupled systems. For
last one there is existing power management techniques, like easy-to use in FPGA DCD, but
the is a lack of schedulers and general approaches for implementing solution from theoretical
optimal model. Therefore, future work involves further search ways of amplification methods,
including heuristic solutions of power consumption planning in FPGA-coupled HPC systems.
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Conference platform metadata and functions: existing
platforms analysis and ontology-based approach
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Abstract
The academic landscape is currently marred by the rise of predatory conferences, which are more
concerned with profits than with promoting genuine scholarly discourse. These events often lack the
stringent peer review processes necessary to ensure the dissemination of high-quality research. To
address this issue, the academic community urgently requires robust conference management platforms
capable of discerning and filtering out such dubious gatherings. These platforms should be designed
not only to facilitate the search and participation in conferences but also to rigorously evaluate and
ensure the quality of the conferences listed. Incorporating insights from various studies, it becomes
evident that an ideal platform would merge the functionalities of advanced peer review, decision-making
tools based on ethical considerations, and concrete quality metrics. By implementing these features,
conference management platforms can become the bulwark against the dilution of research integrity
and play a pivotal role in nurturing the value of scientific conferences. The literature underscores a shift
towards focusing on the core issue of quality in conferences, suggesting that a multifaceted platform
could successfully address both the problems of questionable conference quality and predatory nature.

Keywords
predatory conferences, conference platforms, ontology, metadata, automation

1. Introduction

The collective literature points to the growing concern of predatory conferences, which are
characterized by their profit-driven motives and lack of rigorous peer review, leading to the
dissemination of low-quality research. The term “questionable conference”, as suggested by
McCrostie [1], aligns with a more precise identification of these events based on specific red
flags. This nomenclature shift directs the focus towards the quality problem rather than merely
labeling the conferences as predatory.

Chartier’s work underlines the rise of such conferences, hinting at the critical need for reliable
platforms that ensure trusted selection and peer review processes [2]. Pecorari introduces a
tool designed to assist researchers in making informed decisions about conference participation,
thereby equipping them with the means to discern quality. This suggests that platforms could
integrate such tools to facilitate ethical decision-making for prospective attendees [3].
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Ibrahim’s discussion on the adverse effects of predatory practices on scientific literature
further substantiates the necessity for heightened awareness and educational resources within
conference platforms to combat these issues [4].

Stevic’s hybrid model provides a framework for evaluating conference quality through mea-
surable aspects. By embedding such a model into conference platforms, it could systematically
assess and ensure the quality of conferences listed or hosted on the platform [5].

Martins’ proposition of new quality metrics tailored for conferences could be utilized by
platforms to standardize quality assessment, moving beyond subjective perceptions to more
concrete and comparative measures [6].

Laplante’s emphasis on the importance of paper quality for the reputation of conferences
suggests that platforms could enforce strict peer review guidelines and quality checks for paper
submissions [7].

Berndtsson et al. [8], Hagemann-Wilholt et al. [9], Bentlage et al. [10], Iana et al. [11] explore
various aspects of conference systems and platforms, from subjective quality assessment to
the practicalities of online conference management and the development of recommendation
systems. Integrating these insights could lead to the creation of multifaceted platforms that not
only focus on quality control but also enhance the overall user experience through pervasive
computing, metadata curation, and personalized recommendations.

By converging these diverse perspectives, the argument shifts from evaluating the quality
of conferences to addressing the core issue of quality itself. This approach underscores the
potential of conference platforms to serve as a solution to the problems of quality and the
predatory nature of some conferences. Such platforms could incorporate advanced peer review
processes, ethical decision-making tools, quality metrics, and pervasive computing to ensure
the integrity and value of scientific conferences.

Currently, Ukrainian Research Information System (URIS) is being developing [12] and the
system that will ensure accounting of the scientific data is developing as sub-system of it
[13]. Therefore, to ensure consideration of existing experience during development of national
platform of conferences, this study aims to analyze metadata and functions of existing conference
platforms.

2. Methods

2.1. Data collection

We analyzed the 6 most well-known conference platforms. The platforms that being anal-
yses included two groups of software: informational-oriented and process-oriented. The
first group principle is just to provide information and structure. This group included Confi-
Dent (https://www.confident-conference.org/index.php/Main_Page), Conference Index (https:
//conferenceindex.org/), OpenResearch (https://www.openresearch.org/wiki/Main_Page) and
WikiCFP (http://www.wikicfp.com/cfp/). In other hand, process-oriented systems provide whole
cycle of processes that are being required to providing conferences. It could include processes
of submission, reviewing and publishing. As examples we took Morressier and EasyChair.
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2.2. Data processing

We provided data aggregation using Pivot tables in MS Excel. To ensure correct structural data
representation based on the type of data that we collected, we added colonum that describes
the type of characteristics of data that we collected. This colonum included Presence of event
class, Basic metadata of conferences, User fields, Identifiers, Functionality, Planned functionality,
Organizational data, and Additional data. It is worth noting that we analyze web pages and
scholar papers, but it ensures that we obtained full information about the systems due to some
fields of functions may be not described or shown through the privacy settings. We have
legginged in all systems where it was possible to avoid to, but there is still a possibility of it.
That’s why we each function or field in our analysis could be in the state “no data” for cases
when we did not find the relative function /field or “yes” for cases when this field or fucntion
was available. Those classes were used as filters in Pivot table and graphs were built for each
such class separately.

3. Results

3.1. Description ot the conference platform

3.1.1. Description of the informational-oriented systems

ConfIDent [9], Conference Index, OpenResearch [9], and WikiCFP [11] are four distinct plat-
forms, each with its unique focus on academic and scientific events, albeit with some overlap in
their offerings.

ConfIDent is a platform that aims to ensure the persistent accessibility of scientific events
such as conferences in high quality. It appears to focus on the longevity and quality of the
information regarding scientific meetings, ensuring that records of these events are maintained
over time 1.

Conference Index categorizes and indexes conferences globally. It organizes information by
category (such as engineering, physics, health science), by tag (like education, environment,
medicine), and by country, highlighting the international span of its listings. The platform
emphasizes its role in reaching potential participants through its indexing services 2.

OpenResearch seeks to make descriptive metadata on conferences and other scientific events
permanently accessible, with high quality through automated processes and scientific data
curation. It serves a broad audience including researchers, universities, specialized societies,
and funding agencies. The platform provides information on thousands of events and event
series, and allows browsing by fields of science, type of content, and region, thus facilitating a
targeted search for scientific events and resources.

WikiCFP is a semantic wiki dedicated to Calls for Papers (CFPs) in the fields of science and
technology. It hosts over 100,000 CFPs and is utilized by a large number of researchers monthly.
The platform is essentially a repository and dissemination point for upcoming calls related to
conferences, workshops, and journals, focusing on the early stages of conference participation
and paper submission. This table provides a high-level overview of the platforms’ purposes
and services, although it does not capture all requested parameters due to limited information
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Figure 1: General view of ConfIDent conference platform.

availability. For specific details such as the number of visitors or more precise ownership and
location data, further in-depth research or direct inquiry with the platforms may be necessary.

A general description of those systems is presented in table 1.

3.1.2. Description of the process-oriented systems

Morressier and EasyChair are both platforms that cater to the needs of the academic and research
communities, albeit with different approaches and services.

Morressier is designed to support the pre-publishing journey of scholarly communications.
It provides an array of services that support the early stages of research dissemination, from
managing hybrid and virtual conferences to facilitating journal submissions, peer-review work-
flows, and implementing AI-powered integrity checks. The platform’s vision is to enhance
efficiency and trust in the scientific communication process using technology.
EasyChair offers a comprehensive conference management system that supports the or-

ganization of scientific conferences, both virtually and in-person. It encompasses a virtual
conference solution to facilitate scientific conferences of any size, a conference management
system for handling everything from program committees to publishing proceedings, and
a registration system that allows for the creation of complex registration forms and online
payment processing in multiple currencies. EasyChair also includes ‘Smart Slides’, a feature
that enables the publication and distribution of presentation slides, and ‘Smart CFP’, a tool
for publishing conference calls for submissions. In addition, their publishing services offer a
seamless submission-to-publication process for reviewed content in various scientific areas.

These platforms highlight the diverse technological tools available to modern researchers
and conference organizers, aiming to streamline the scientific communication lifecycle from
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Figure 2: General view of Conference Index conference platform.

initial call for papers to post-conference publication and dissemination. A general description
of those systems is presented in table 2.

3.2. Frequency of fields usage

Fields such as ‘Title’, ‘Type’, ‘Country’, ‘City’ used in four systems, indicate that users often
delineate conferences based on these categorical distinctions. These could serve as primary
filters when searching for events relevant to an individual’s location preference or subject
matter.

The fields that are used in 3 systems are ‘Venue’, ‘The term of notification of assignment’,
‘The start date’, ‘The official website of the conference’, ‘Serial number (series of events)’,
‘Organizers’, ‘Final submission’, ‘Direction’, ‘Date of completion’, ‘Acronym’, and ‘A series of
events’ — reflect a middle tier of frequency in usage. Those fields underscore general aspects
of conferences including the logistical aspects of conferences, including information on event
timelines, locations, and organizational details, which are critical for planning and attendance.
The inclusion of ’Final submission’ indicates a focus on the deadlines for academic contributions,
while ’Direction’ may refer to the thematic or disciplinary orientation of the conference.
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Figure 3: General view of OpenResearch conference platform.

Table 1
A general description of informational-oriented conferences.

Platform Aim Short description

ConfIDent
(https://www.
confident-conference.
org/index.php/
Main_Page)

To make scientific events persis-
tently accessible in high quality.

A platform for persistent access to
high-quality scientific events.

Conference
Index (https:
//conferenceindex.
org/)

To help conference organizers reach
potential participants easily.

An indexing platform for posting
and finding conferences including
details like organization and ticket
price table.

OpenResearch
(https://www.
openresearch.org/
wiki/Main_Page)

Making descriptive metadata on
conferences and other formats of
scientific events permanently acces-
sible through automated processes
and scientific curating.

A service for researchers to search
for and publish information on sci-
entific events.

WikiCFP
(http://www.wikicfp.
com/cfp/)

To provide a platform for Calls
For Papers (CFP) for international
conferences, workshops, meetings,
seminars, events, journals, and
book chapters.

A Wiki website for Calls For Papers
in various fields including computer
science, engineering, and more.

Fields like ‘Region’, ‘Reference to registration’, ‘Mode (form of conduct)’, ‘Hashtags’, ‘Address’,
and ‘Academic sphere’ with a using in two systems are used less frequently but suggest a nuanced
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Figure 4: General view of WikiCFP conference platform.

approach to categorizing and promoting conferences. ‘Mode (form of conduct)’ could indicate
whether the conference is virtual or in-person, an increasingly relevant distinction in the
post-pandemic landscape.

Finally, ‘Website’, ‘URL program’, ‘Status’, ‘Reference to external id’, ‘ID’, ‘Doi’, ‘Contact’ is
used least frequently. These may represent specific details that are occasionally sought after or
are relevant only in certain contexts, such as scholarly communication or detailed inquiries.

The usage frequency of these fields can serve as an indicator of the priorities and behaviors
of conference stakeholders. High-frequency fields are likely to be deemed essential for the
discovery, selection, and participation in academic conferences, while lower-frequency fields
may represent specialized interests or administrative concerns. This data informs platform
developers and conference organizers about which features to emphasize or streamline for
better user engagement and operational efficiency.

The fields ‘Surname’, ‘Name’, and ‘Web Page’ are used in 5 systems, emerge as the most
commonly used. This suggests a strong emphasis on personal identification and online presence,
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Figure 5: General view of Morressier platform.

Table 2
General description of process-oriented conferences.

Platform Aim Short description Number of
events

Number of
visitors

Morressier To support the entire
pre-publishing jour-
ney of scholarly com-
munications.

Supports hybrid and
virtual conferences,
journal submis-
sions, peer-review
workflows, and
AI-powered checks.

More than
200 profes-
sional and
scientific
organizations
use Mor-
ressier

Not stated

EasyChair To organize research
paper submission
and review for the
scientific commu-
nity.

A conference man-
agement system pro-
vides various services
including a virtual
conference solution.

111106 confer-
ences (as of
the page’s last
update)

4094277 users
(as of the
page’s last
update)

which are typically crucial for networking, identification, and accessibility purposes.
In contrast, fields with usage in only one system reflect a diverse array of individual and

organizational attributes. ‘Type of organization’ could be indicative of the structure or sector
(e.g., non-profit, corporate, academic) an individual is associated with. ‘Profile type (open/closed)’
might relate to the privacy settings of a user’s profile within the organization’s database or
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Figure 6: General view of EasyChair platform.

Figure 7: Number of uses of fields of basic metadata of the conferences in conference platforms.
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network.
‘Position until’, ‘Position since’, and ‘Position’ fields are indicative of employment status and

history. These would be key in understanding tenure, career progression, and current roles
within the organization. ‘Phone number’ and ‘Login’ are used for communication or system
entry purposes.

‘Degree’, ‘Name of the organization’, and ‘Name of position’ provide specific professional and
educational details that are important for delineating qualifications and organizational hierarchy.
‘Annual income of the organization’ is a more specialized field that could be relevant for financial
analysis, funding, or economic status reporting within the organization. Considering that annual
income of the organization is used for this Morressier system, that is paid system, it seems that
this parameter is using to analyze advertising strategies with specific organizations.

The low frequency of these latter fields could suggest that they are either less frequently
accessed due to their specificity, or they are utilized in more targeted queries where detailed
individual or organizational information is necessary. This distribution indicates a focus on
essential identification and communication data over more detailed personal or organizational
information in common use cases. Such an analysis can guide the design of information systems,
ensuring that frequently used fields are more accessible, while less frequently used data can be
structured in a way that is unobtrusive yet available when needed.

Figure 8: Number of uses of fields of basic metadata of the conferences in conference platforms.

Conference management platforms serve as pivotal tools in the orchestration of scholarly
meetings, encompassing a wide array of functions tailored to enhance the academic conference
lifecycle as well as only for providing information about specific events. An analysis of common
features across such platforms reveals a hierarchy of functionalities, often reflected by their
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implementation frequency or utility prominence.
The most prevalent function that is implemented in the 4 systems is the search capability.

It allows for an intricate querying of conferences based on a multitude of criteria including
geographic location (country and city), academic discipline, and specific conference titles. This
omnipresent feature underscores the critical importance of discoverability and accessibility in
academic conferencing, suggesting that users place significant value on the ease with which
they can locate relevant events.

Peer reviewing and conference registration features implemented only in two systems that are
process-oriented systems, indicative of their essential but secondary status in comparison to the
search functionality. Peer reviewing is integral to the academic rigor of conference proceedings,
enabling the evaluation and selection of scholarly works for presentation. Concurrently, the
registration function encapsulates attendee management and may include financial transactions,
emphasizing the operational backbone of the conference experience.

Similarly valued, the submission function is an essential one in the academic exchange,
facilitating the contribution of research findings to the conference corpus. This is often paralleled
by the feature for viewing the list of events, which is equally important for attendees to navigate
the conference program effectively.

Publication of materials is in use in two systems, reflecting the necessity for a platform to act
as a repository for conference outputs such as proceedings, abstracts, and papers. This feature
is crucial for the dissemination of knowledge post-conference and for ensuring the academic
contributions are recorded and made accessible.

Less prevalent, yet still integral to the suite of services offered by these platforms, is the
capability to manage a series of events, as well as tools to aid in indexing conferences within
recognized scientometric databases like Scopus. These functionalities are used only in one
system and are suggestive of a more specialized but vital role in enhancing the conference’s
reach and academic credibility.

This tiered analysis of platform functionalities illustrates a direct correlation between the
numerical values and the perceived utility of each feature. The popularity of these functions
suggests a prioritization aligned with the primary needs of conference attendees and organizers,
which includes finding and participating in relevant academic gatherings, ensuring the quality
of content, and the broad dissemination of scholarly work.

‘Internal ID’ is used in all systems, suggests it is the primary means of identifying records
within the system. This high usage underscores the necessity for a unique identifier within an
organization’s database, enabling efficient management and retrieval of records.

The ‘Doi’ (Digital Object Identifier) is used in two systems, and it is a widely recognized iden-
tifier for electronic documents, which indicates its significant role in the persistent referencing
of research articles, datasets, and other academic materials.

‘Wikicfp’ used in two systems, pointing to their roles as important but less central compared
to ‘Internal ID’ and ‘Doi’. ‘Wikicfp’ might refer to a specific database or index for calls for
papers in academic conferences.

The ‘Wikidata id’, ‘ISBN’, and ‘Dblp’ each used only in one system, denoting their specialized
use cases. ‘Wikidata id’ could be a unique identifier for conference series or events within the
organization. ‘ISBN’ (International Standard Book Number) is a familiar identifier for books
and other standalone publications, indicating its relevance in academic material management.
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Figure 9: Number of uses of functions in conference platforms.

‘Dblp’ likely refers to the computer science bibliography, indicating a specific field-related
indexing service that supports the citation and tracking of conference proceedings and journals
in computing.

This data suggests a hierarchy where internal management and referencing systems (Internal
ID), globally recognized identifiers (Doi), and subject-specific databases (Wikicfp, Dblp) play
distinct roles in the cataloging, retrieval, and citation of academic work. The lesser frequency
of ‘ISSN’ and ‘Wikidata ID’ may point to a more contextual application, while ‘Doi’ and ‘ISBN’
have broader applications across disciplines and publication types.

3.3. Ontologies as a tool to provide flexible data structures for conferences

Ontologies can ensure flexible data structure that gives an opportunity to both, modify it for each
separate conference and modify approach in general when it will be required. CIT Polyhedron
is one of the most promising ontology-generating systems that provides generation ontologies
and visualization of graphs. Modern ontology systems can make an effective decision-making
[14, 15]. It can be effectively used in the in the field of science [16, 17, 18]. It could provide
structured view of graph 11 and processing view of table 11. The main advantages of it are the
high speed of providing such a system, the possibility to use exchange fields to fill the ontology
and interoperability between different knowledge fields.

An ontology-based approach for organizing conference data could counteract the prolifera-
tion of predatory and low-quality conferences. This is due to it will promote healthy competition
among conference providers by mandating the completion of structured fields. Similar func-
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Figure 10: Number of uses of identifiers in conference platforms.

tionalities might be integrated into various systems, but ontology stands out due to its superior
level of structuring. An ontology-based system leverages the full potential of consolidating
informational resources within the CIT Polyhedron framework. This integration not only
enhances data accessibility and organization but also contributes to the overall robustness and
efficiency of the system.

4. Conclusion

Conference management platforms are indispensable in the effective management and facil-
itation of academic conferences. These platforms embody a suite of features that cater to
various stages of the conference lifecycle, from initial discovery to post-conference knowledge
dissemination. An in-depth analysis of these functionalities reveals a tiered system of impor-
tance. At the forefront is the sophisticated search capability, deemed most critical for its role in
enabling users to find relevant conferences easily. Subsequent features include peer reviewing
and registration, which are crucial for maintaining academic rigor and managing conference
operations, respectively. Additionally, the submission of research and the publication of con-
ference materials are fundamental for the scholarly exchange of ideas. Emerging technologies
such as VCS for presentation version control and Smart Slide for enhancing presentations are
gaining importance. At the base of the hierarchy are internal management and referencing
systems, which ensure efficient record management and retrieval. The use of globally recognized
identifiers like DOI, along with subject-specific databases, supports the accurate cataloging
and citation of academic work. The collective use of these features aims to not only meet the
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Figure 11: The use of ontologies in form of graph to systemize conferences.
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Figure 12: Representing of metadata of the conferences.

primary needs of conference attendees and organizers but also to extend the conference’s reach
and uphold its academic standing
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Abstract
In the modern world of software development, the topic of distributed solutions implementation has
become quite common, due to the flexibility it brings to big companies. The downside is that when
developing such systems, especially when it comes to many teams, global design problems may not be
obvious and lead to a slowdown in the development process or even problems with the location of errors
or degradation of overall system performance. In addition, the timely reaction to system degradation is
complicated by the distributed nature of the architecture, while manually configuring rules for reporting
problematic situations can be time-consuming and still incomplete, automatic detection of possible
system anomalies will give engineers (especially Software Reliability Engineers) the focus on problems.
For this reason, applications that can dynamically analyze the system for the problems have great
potential. Currently, the topic of using telemetry for system analysis is actively studied and gaining
traction, so further research is valuable. The aim of the work is to theoretically and practically prove the
possibility of using telemetry for the analysis of a distributed information system, detection of harmful
architectural practices and anomalous events. To do this, firstly, a detailed overview of the problems
related to the topic and the feasibility of using telemetry is provided, the next section briefly describes the
history of the monitoring systems development and the key points of the latest OpenTelemetry standard.
The main part includes an explanation of the approach used to collect and process telemetry, a reasoning
behind the usage of Neo4j as a data storage solution, a practical overview of graph theory algorithms
that help in the analysis of the collected data, and a description outlining how the PCA algorithm is
employed to detect unusual situations in the whole system instead of individual metrics. The results
provide an example of using the software presented in combination with Neo4j Bloom to visualize and
analyze the data collected over a period of several hours from the OpenTelemetry Demo test system.
The last section contains additional remarks on the results of the study.

Keywords
distributed systems, microservices, dynamic analysis, architectural smells, anti-pattern, visualization,
telemetry, anomalies, Open Telemetry, graph theory, statistical analysis

1. Introduction

In recent years, distributed architectures such as microservices have received a lot of atten-
tion and popularity due to the opportunities that the architectural pattern opens up in terms
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of optimization, technology stack diversification, and more [1]. Distributed systems, when
built correctly, simplify the development process when many teams are involved, reduce the
complexity of changes or the dependence of teams on each other, and speed up development.
The additional complexity that microservices bring [2] slows down the development of such a
system, while the general advantage of technological heterogeneity only increases the effort
required to maintain the codebase [3, 4, 5]. Therefore, there is a requirement for more tools
to analyze the system and respond to problems. The development of distributed information
systems requires more effort, especially when it comes to monitoring the entire system, find-
ing problematic areas [2], because, unlike a monolith, such a system has many components
developed in parallel, which may have structural flaws [6, 7], also referred to as architectural
smells – design decisions that hinder maintainability and extensibility. For global problems
location, an analysis of the information system is often conducted to find and quickly address
such shortcomings [8]. A couple approaches exist, such as static analysis of the codebase of
each of the system components or analysis of the system logs. Both options are quite complex,
because they require adjustment for each individual system, technology, programming language,
but the static approach, unlike the dynamic one, allows you to analyze the system without the
need to run the whole system, which allows you to correct some local code smells, but not
the problems of the system as a whole, due to the low accuracy and insufficient information
about the runtime behavior [9]. At the same time, dynamic analysis is based on the information
gathered in runtime, therefore presents more accurate representation of the system utilization.
The most prominent approach of dynamic analysis is through usage of telemetry that combines
three pillars of system observability: logs, metrics, and traces. Therefore, the purpose of the
work is the theoretical and practical substantiation of the possibility of using OpenTelemetry
standard for the purpose of analyzing a distributed information system: detecting and quickly
responding to harmful architectural practices and anomalous events. Next, we outline the tasks:

• research of state-of-art approaches of telemetry analysis;
• modeling extract, transform and load (ETL) and further telemetry analysis process;
• analysis of the received data to identify harmful practices and anomalies.

2. Theoretical background

The topic of system observability is far from new. In the world of distributed systems, Google
is considered a pioneer in the study of the topic of observability. In 2010 Google engineers
published paper called “Dapper – a Large-Scale Distributed Systems Tracing Infrastructure”
[10] which prompts the emergence of the first systems for request traces visualization: Jaeger
and Zipkin. However, these applications solved the same problem while being incompatible
causing vendor lock, so over time, the development of the OpenTracing [11] standard begun.
The new standard provides a layer between the application and monitoring systems to track and
collect requests. This standard didn’t solve the whole problem, so OpenCensus standard was
later developed to focus on system metrics and logs collection, but also included an alternative
implementation of traces collection, which ultimately created more problems, as developers
now had to choose between the two standards. For this reason, in 2019, both standards were
combined into OpenTelemetry [12] to solve the following tasks:
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• gathering traces, metrics, and logs in one place;
• finding anomalies through charts;
• finding the location and cause of anomalies through the review of problematic request

traces.

Also, at that time, quite a lot of applications helping in a system monitoring had already
been presented on the market, for this reason, one of the tasks was to maintain compatibility
with them, so the latest standard provides a specification that describes approaches for metrics
collection, conventional descriptions of processes such as interaction using the HTTP protocol,
RPC [13] without forcing vendor lock. As a result, OpenTelemetry is currently the most active
project of the Cloud Native Computing Foundation [14].

One of the main notions introduced in the standards is telemetry – a set of metrics, logs
and, most importantly, traces [15], which in the case of our topic can be used to build a system
model in the form of a directed graph [9] and later used to analyze and identify bad practices
and problem areas of the system. The OpenTelemetry standard is relatively new, so there is
still active research of the possible use cases, but the main area of use is the visualization of
requests (figure 1) with the ability to search for problematic areas, for example, the cause of
poor service performance or the root cause of an incorrectly working business process [15].

Figure 1: Request trace visualization.

The idea of using telemetry to improve the structure of a system can be traced back to several
research papers released in recent years [16, 17, 18], and has a fairly small list of problems that
can be identified, which opens up opportunities for further study of this topic [8].
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3. Methods

3.1. Defining data and storage for architectural smells detection

The proposed analytical system receives a constant stream of telemetry data, aggregates it
by updating the system model in the form of a directed graph stored in a graph database
management system (DBMS). After that, the model can be used for analysis, searching for
structural anti-patterns.

Constructing the system’s graph model involves processing traces of requests (figure 2). Once
they are received, the process creates or updates information about available resources (services,
storages, proxies) and stores information about changes in the storage. operations available in
the service (operation) and individual sub-requests (hop).

Figure 2: Example of a request tree.

To build a system graph for further analysis, the data storage must have the following
information:

• resources are interacting components of the system. A resource must have a name, type
(service, storage), date of creation and last use;
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• operations are defined by one resource and called by other ones; have statistics on the
number of calls, errors, the last date of creation, use;

• calls – connections between a resource and an operation. They has the date of creation,
last use, type (synchronous, asynchronous), number of errors.

Neo4j was chosen as the storage of the system model since it physically stores data as a graph,
which makes it possible to use graph traversal algorithms to find bad practices in the system,
namely:

• clustering coefficient – measures the degree of vertex connectivity; will help show service
groups in the system [19];

• degree centrality – measure the number of connections between vertices; makes it possible
to calculate the affinity (coupling) metrics of components in the system [20];

• strongly connected components – finds groups where each vertex is accessible from any
other; helps to identify cyclic dependencies in the system [21].

The graph DBMS structure is presented in figure 3.

Figure 3: Simplified diagram of the structure of a graph DBMS.

Data storage has two types of nodes: resources and operations. Resources are related to the
operations with the “Provides” relation. To show calls, the “Calls” relationship is used, which
aggregates statistics for all identical calls from one resource to an operation of another resource.

The ETL process begins with instrumentation of the system – installation of modules for
popular libraries that will be collecting the telemetry, manual changes in service code to
provide more details of a particular process in the system. Later the telemetry is sent to the
OpenTelemetry Collector [22] – a separate modular application developed by the authors of
the standard, which allows you to unify the process of collecting, transforming, and exporting
telemetry into various popular monitoring systems. There are present numerous available
modules, but for this task, it’s required to create a custom exporter, which takes batches of
traces, extracts necessary data and unloads it into neo4j.

3.2. Methods of anomalies detection

The problem of finding and analyzing anomalies is quite common in computer science and
often varies depending on the domain in which the analysis takes place. For example, when
reading data from sensors for further analysis, it is important to find and correct outliers. When
analyzing a business process, it is sometimes necessary to find unusual events to analyze what
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Figure 4: Complete graph DBMS structure diagram.

led to them. In the domain of software reliability engineering, the topic of mean time to detect
is one of the most important indicators, because if the problem is found earlier, it is fixed earlier.

Analysis of anomalous changes is already present at least in New Relic, however, it is present
at the level of individual services, not the entire system. Although there is not enough data
to confirm this, the platform analyzes metrics, including key metrics, using the Exponential
Smoothing [23], which is a method of predicting a single variable and, depending on the type,
can take into account seasonality [24]. However, it is also possible to find anomalies the opposite
way – from a larger scale, using multivariate algorithms, which will be used in this work.

An anomaly is an abnormal situation, essentially defined as a strong difference between
expected and actual measurements. Therefore, the process of finding an anomaly includes the
process of predicting the value of a certain measurement based on historical data [25].

The problem of finding anomalies in multivariate datasets is quite popular and critical because
little to no measurements are univariate [26].

Algorithms are divided into the following training approaches:

• unsupervised – the dataset used for model training does not include labels indicating
anomalous situations;

• semi-supervised – the dataset has anomalous situations labeled;
• supervised – the whole dataset is labeled, the least commonly used type of algorithm as

it’s difficult to get fully labeled data.

Due to the difficulty of obtaining labeled data, unsupervised models are the most popular,

198



while it’s also possible to add the possibility of providing feedback and correction loop when
using models for semi-labeled datasets. As part of this work, unsupervised model is reviewed.
While “None of the unsupervised methods is statistically better than the others” [25], which is
due to the complexity of training on unlabeled data in which extra parameters only interfere, it
was decided to choose Principal Component Analysis (PCA) – a statistical method of multivariate
analysis used to identify the main structural components in a dataset. The main goal of PCA
is to reduce the dimensionality of data while explaining dataset in as much detail as possible,
which, due to the simplicity of the approach, is well suited for multivariate datasets and makes
it the most common algorithm.

Essentially, PCA converts the initial correlated variables into new linear combinations called
principal components. The first principal component is defined in such a way that it explains
the largest part of the variance of the data. Each successive principal component is chosen
in such a way that it is orthogonal to the previous ones and explains the residual variance as
possible.

In the case of identifying anomalies in the system, we are interested in the following infor-
mation:

• calls – number of incoming, outgoing, and internal calls (synchronous and asynchronous
when using a queue or other message brokers) with and without errors;

• duration – time spent processing requests.

To obtain the necessary data in the form of metrics, as well as to group collected data, you
need to use a special connector component that transforms traces into call and duration metrics.
Thus, the collector receives information about the request via the Open Telemetry Protocol
(OTLP) then groups, extracts the necessary metrics to later export it.

Metrics for a certain period are collected for each of the components (resources) of the system.
Metrics have different types of values, for example, the number of calls has the sum type that is
a counter of certain events for a period and in this case is a monotonous sequence, because the
number of calls never decreases.

It is also important to note that the metrics are returned as a delta (the value of aggregation-
Temporality is 1) and not a cumulative value, because we are interested in the number of calls
in a certain period, not the absolute value. Each metric can have multiple points that represent
different attribute-defined dimensions (dimensions are customizable), so separate counters have
been set up for different request types (span.kind) and statuses (status.code).

Calls duration metric snippet:

{
"name": "duration",
"unit": "ms",
"histogram": {

"dataPoints": [
{

"attributes": [
{
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"key": "service.name",
"value": {

"stringValue": "quoteservice"
}

},
...
],
"startTimeUnixNano": "1685509043760171242",
"timeUnixNano": "1685509058790174364",
"count": "1",
"sum": 0.006665,
"bucketCounts": [
"1",
"0",
...
],
"explicitBounds": [
0.1,
1,
...
],
"exemplars": [
{

"timeUnixNano": "1685509058790174364",
"asDouble": 0.006665,
"spanId": "ade03fcb73f18048",
"traceId": "7f6cf387237813d1f3891b5f21b09be2"

}
]

},
],
"aggregationTemporality": 1

}
}

If we take the call duration metric, then in this case we have a histogram, which is a certain
aggregation of values and their distribution over intervals used for easier visualization.

But in this form, we will not be able to use this data. Firstly, all the metrics for individual
services are separated and converted to time series to later be combined based on timestamp.

From the intermediate results, you can clearly see the correlation between the different
metrics of the system components (figure 5), which is confirmed by a correlation map (figure 6).

The process of identifying anomalies occurs by splitting the data sample into two periods, the
first is used to train the PCA statistical model, the second is used to compare with the predicted
values obtained from the model and, estimate the error for all and specific metrics.
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Figure 5: Chart of metric values over time.

4. Results

The OpenTelemetry Demo project was used as a test system [27], which is specially designed for
testing applications working with telemetry. This is a distributed system that has components
built with different technologies that is automatically loaded using load generator service.

4.1. Visualization of the service graph using Neo4j tools

After some time of running the whole system the graph database has the following data (figure 7).
You can see that the graph has many nodes with the type of operation (orange circles), as well
as slightly fewer services (purple circles). Between them you can see the “calls” and “provides”
relationships depicted as arrows.

To simplify the graph, a function from the APOC library is used [28] for Neo4j in order to
visualize the graph projection and show service dependencies (figure 8).

Snippet of a virtual relationship visualization query:

MATCH (r1:Resource)-[:Calls]->(:Operation)<-[:Provides]-(r2:Resource)
RETURN r1, r2, apoc.create.vRelationship(r1,’DependsOn’,{}, r2) as rel

In figure 8 you can see the dependence of the checkout service on many others. To confirm
this, let’s use an application called Neo4j Bloom to visualize Local Clustering Coefficient [19]
and Degree Centrality [20] algorithms.
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Figure 6: Metrics correlation map.

In the resulting diagram (figure 9) clusters are marked with distinct colors, the dependence of
services on peers is indicated with their size. From the diagram it’s also clear that the checkout
service has many dependencies. This way, you can quickly analyze the architecture of the
application, and clearly see parts that must be refactored to prevent a situation where the whole
application halts due to a single bottleneck component.

4.2. Time interval anomalies analysis

To detect anomalies, a few hours long time interval was chosen. It has been processed using the
PCA algorithm and after receiving errors for each of the time points, a visual analysis can be
performed for the presence of spikes in the error values (figure 10).

As you can see in the plot, between 6:50 a.m. and 7 a.m., there were some changes that
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Figure 7: Visualization of the full graph of services, operations and connections between them using
Neo4j Browser.

led to a relatively big error. From the error graph for each of the features, it can be seen that
feature 44 (accountingservice_incomingAsync_request_duration) is involved in this error, so by
conducting a more detailed analysis of the values of this metric, we can see that all values are
kept near 0, while there is an outlier with a value of about 12 (figure 11).

5. Discussion

Compared to static analysis approaches, dynamic analysis allows you to see the real picture of
the entire system, all possible query paths that are used, accurately indicate the components
that cause a problem in the performance of the system at particular moment, in contrast to
static analysis of individual modules, which is better suited for the tasks of identifying code
smells. Telemetry, in turn, allows you to combine all key indicators and add the additional
context that allows you to get more information for analysis.

The practical use of a simple statistical unsupervised PCA algorithm has demonstrated the
possibility of using such a model to identify anomalies, which can greatly simplify the work of
engineers, because instead of looking on dozens of charts and responding to user messages in
support, this statistical analysis suggests the occurrence of anomalous situations in the system
automatically. When compared with the approaches of analyzing each metric of the system
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Figure 8: Visualization of the dependency graph in Neo4j Browser.

separately (using appropriate statistical methods, for example, those used in NewRelic [23]), this
method gives the general picture, allowing you to understand the situation in the entire system,
but also provides the cause of the problem. Compared to supervised algorithms, especially
neural networks [29, 30], using the proposed method removes the need to retrain the model to
adapt to normal changes (e.g., a natural increase in the number of users of the system), because
the analysis takes place in a certain window, although undoubtedly this window should be of a
particular size to cover a sufficient amount of data for training and analysis and at the same
time not be too sensitive to seasonal changes (for example, activity during the day vs. activity
at night), which needs to be tested and determined on a real system.

6. Conclusions

The paper discusses the use of telemetry for dynamic analysis of the system for anomalous
events and architectural smells detection.

An analysis of the problems related to distributed systems development was carried out, which
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Figure 9: Visualization of the dependency graph of services considering clustering and centrality
algorithms in Neo4j Bloom.

Figure 10: The result of displaying the data reconstruction error for all and individual metrics.
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Figure 11: Box plot of values accountingservice_incomingAsync_request_duration.

made it possible to determine the need for applications for monitoring and rapid response to
problems in a large system. Studies on the use of telemetry for dynamic system analysis, which
have been published in recent years, have shown the potential of this approach. The history of
the system monitoring topic development and the main aspects of the latest OpenTelemetry
standard were reviewed.

Later, the main data flows that are required for analysis were identified, and a model of a
graph DBMS was built. The model includes the following entities: operations, resources and
relationships that determine the direction of resource dependence and ownership of opera-
tions. After that, the extraction, processing and unloading telemetry using the OpenTelemetry
Collector was reviewed. The main types of anomaly detection algorithms were studied and
the multivariate PCA statistical method was chosen for the analysis of unlabeled telemetry
data. A custom component of the collector application was developed to transform and insert
information into Neo4j datastore. The necessary features to be used are defined, as well as the
process of collecting appropriate the number and the duration of calls within the system to find
anomalies. An algorithm for collecting metrics was described. The next part overviewed the
method of using a statistical model of PCA to identify anomalies.

In the next part, aggregated graph model was used to analyze architectural smells. Several
possible visualizations of the dependency graph using Neo4j, Neo4j Bloom were provided,
clustering and centrality algorithms were used to visually identify problem areas in the system
architecture. The results of the statistical model based on the Principal Component Analysis
algorithm were also analyzed. The accuracy of this model is sufficient to determine anomalous
events.

The topic of telemetry usage to find bad architectural practices has potential for further
development [18], after all, the collected data is enough to determine more complex patterns:
too long synchronous and asynchronous requests, long chains of synchronous requests, the
presence of too many different technologies in a small system, a large time difference between
when an event is published and processed. To provide even more opportunities for analysis, it’s
possible to enrich system resources with additional metadata indicating belonging to a certain
bounded context (to compare de jure and de facto clusters of contexts, to identify situations
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of using the same database in different parts of the application) [1], dates of any changes
or releases. Also, this data should be displayed on the main map of the system components.
Further development of anomaly analysis includes integration with an application performance
monitoring (APM) system, the ability to configure threshold values for reconstruction error,
adding custom metric streams for analysis and finally testing on a real system with a comparison
with existing approaches.

If we consider other topics of telemetry usage, we cannot omit the topic of analyzing individual
use cases in the application, which are sets of requests that go through a bunch of services and
have variations depending on some stored state of the application, the analysis includes both
the ability to evaluate performance, the number of errors of a particular use case, the ability
to subscribe a certain development team to updates for a quick response in case of anomalous
situations, and ability to view changes, including performance, between different releases.

References

[1] P. D. Francesco, I. Malavolta, P. Lago, Research on Architecting Microservices: Trends,
Focus, and Potential for Industrial Adoption, in: 2017 IEEE International Conference on
Software Architecture (ICSA), 2017, pp. 21–30. doi:10.1109/ICSA.2017.24.

[2] M. Söylemez, B. Tekinerdogan, A. Kolukısa Tarhan, Challenges and Solution Directions of
Microservice Architectures: A Systematic Literature Review, Applied Sciences 12 (2022)
5507. doi:10.3390/app12115507.

[3] A. Bucchiarone, N. Dragoni, S. Dustdar, S. T. Larsen, M. Mazzara, From Monolithic to
Microservices: An Experience Report from the Banking Domain, IEEE Software 35 (2018)
50–55. doi:10.1109/MS.2018.2141026.

[4] M. Villamizar, O. Garcés, H. Castro, M. Verano, L. Salamanca, R. Casallas, S. Gil, Evaluating
the monolithic and the microservice architecture pattern to deploy web applications in
the cloud, in: 2015 10th Computing Colombian Conference (10CCC), 2015, pp. 583–590.
doi:10.1109/ColumbianCC.2015.7333476.

[5] O. V. Talaver, T. A. Vakaliuk, Reliable distributed systems: review of modern approaches,
Journal of Edge Computing 2 (2023) 84–101. doi:10.55056/jec.586.

[6] J. Soldani, D. A. Tamburri, W.-J. Van Den Heuvel, The pains and gains of microservices: A
Systematic grey literature review, Journal of Systems and Software 146 (2018) 215–232.
doi:10.1016/j.jss.2018.09.082.

[7] S. Niedermaier, F. Koetter, A. Freymann, S. Wagner, On Observability and Monitoring of
Distributed Systems – An Industry Interview Study, in: S. Yangui, I. Bouassida Rodriguez,
K. Drira, Z. Tari (Eds.), Service-Oriented Computing, Springer International Publishing,
Cham, 2019, pp. 36–52. doi:10.1007/978-3-030-33702-5_3.

[8] I. Pigazzini, F. A. Fontana, V. Lenarduzzi, D. Taibi, Towards Microservice Smells Detection,
in: Proceedings of the 3rd International Conference on Technical Debt, TechDebt ’20,
Association for Computing Machinery, New York, NY, USA, 2020, p. 92–97. doi:10.1145/
3387906.3388625.

[9] T. Cerny, A. S. Abdelfattah, V. Bushong, A. Al Maruf, D. Taibi, Microservice Architecture
Reconstruction and Visualization Techniques: A Review, in: 2022 IEEE International

207

http://dx.doi.org/10.1109/ICSA.2017.24
http://dx.doi.org/10.3390/app12115507
http://dx.doi.org/10.1109/MS.2018.2141026
http://dx.doi.org/10.1109/ColumbianCC.2015.7333476
http://dx.doi.org/10.55056/jec.586
http://dx.doi.org/10.1016/j.jss.2018.09.082
http://dx.doi.org/10.1007/978-3-030-33702-5_3
http://dx.doi.org/10.1145/3387906.3388625
http://dx.doi.org/10.1145/3387906.3388625


Conference on Service-Oriented System Engineering (SOSE), 2022, pp. 39–48. doi:10.
1109/SOSE55356.2022.00011.

[10] B. H. Sigelman, L. A. Barroso, M. Burrows, P. Stephenson, M. Plakal, D. Beaver, S. Jaspan,
C. K. Shanbhag, Dapper, a Large-Scale Distributed Systems Tracing Infrastructure, 2010.
URL: https://api.semanticscholar.org/CorpusID:14271421.

[11] The OpenTracing Semantic Specification, 2023. URL: https://opentracing.io/specification/.
[12] OpenTelemetry, 2024. URL: https://opentelemetry.io/docs/what-is-opentelemetry/.
[13] OpenTelemetry Semantic Conventions, 2024. URL: https://opentelemetry.io/docs/specs/

semconv/.
[14] OpenTelemetry Project Journey Report – 2023, 2023. URL: https://www.cncf.io/reports/

opentelemetry-project-journey-report/.
[15] Observability Primer, 2023. URL: https://opentelemetry.io/docs/concepts/

observability-primer/.
[16] G. Parker, S. Kim, A. A. Maruf, T. Cerny, K. Frajtak, P. Tisnovsky, D. Taibi, Visualizing

Anti-Patterns in Microservices at Runtime: A Systematic Mapping Study, IEEE Access 11
(2023) 4434–4442. doi:10.1109/ACCESS.2023.3236165.

[17] I. U. P. Gamage, I. Perera, Using dependency graph and graph theory concepts to identify
anti-patterns in a microservices system: A tool-based approach, in: 2021 Moratuwa Engi-
neering Research Conference (MERCon), 2021, pp. 699–704. doi:10.1109/MERCon52712.
2021.9525743.

[18] X. Guo, X. Peng, H. Wang, W. Li, H. Jiang, D. Ding, T. Xie, L. Su, Graph-Based Trace Analysis
for Microservice Architecture Understanding and Problem Diagnosis, in: Proceedings of the
28th ACM Joint Meeting on European Software Engineering Conference and Symposium
on the Foundations of Software Engineering, ESEC/FSE 2020, Association for Computing
Machinery, New York, NY, USA, 2020, p. 1387–1397. doi:10.1145/3368089.3417066.

[19] Neo4j Local Clustering Coefficient, 2023. URL: https://neo4j.com/docs/graph-data-science/
current/algorithms/local-clustering-coefficient/.

[20] Neo4j Degree Centrality, 2023. URL: https://neo4j.com/docs/graph-data-science/current/
algorithms/degree-centrality/.

[21] Neo4j Strongly Connected Components, 2023. URL: https://neo4j.com/docs/
graph-data-science/current/algorithms/strongly-connected-components/.

[22] OpenTelemetry Collector, 2023. URL: https://opentelemetry.io/docs/collector/.
[23] N. D. Boone, Dynamic Baseline Alerts Now Automatically Find the Best Algorithm for

You, 2017. URL: https://newrelic.com/blog/how-to-relic/baseline-alerts-algorithm.
[24] J. Brownlee, A Gentle Introduction to Exponential Smoothing for Time Se-

ries Forecasting in Python, 2020. URL: https://machinelearningmastery.com/
exponential-smoothing-for-time-series-forecasting-in-python/.

[25] S. Han, X. Hu, H. Huang, M. Jiang, Y. Zhao, ADBench: Anomaly Detection Bench-
mark, in: S. Koyejo, S. Mohamed, A. Agarwal, D. Belgrave, K. Cho, A. Oh (Eds.), Ad-
vances in Neural Information Processing Systems, volume 35, Curran Associates, Inc.,
2022, pp. 32142–32159. URL: https://proceedings.neurips.cc/paper_files/paper/2022/file/
cf93972b116ca5268827d575f2cc226b-Paper-Datasets_and_Benchmarks.pdf.

[26] S. Suboh, I. Aziz, S. Shaharudin, S. Ismail, H. Mahdin, A Systematic Review of Anomaly
Detection within High Dimensional and Multivariate Data, JOIV : International Journal

208

http://dx.doi.org/10.1109/SOSE55356.2022.00011
http://dx.doi.org/10.1109/SOSE55356.2022.00011
https://api.semanticscholar.org/CorpusID:14271421
https://opentracing.io/specification/
https://opentelemetry.io/docs/what-is-opentelemetry/
https://opentelemetry.io/docs/specs/semconv/
https://opentelemetry.io/docs/specs/semconv/
https://www.cncf.io/reports/opentelemetry-project-journey-report/
https://www.cncf.io/reports/opentelemetry-project-journey-report/
https://opentelemetry.io/docs/concepts/observability-primer/
https://opentelemetry.io/docs/concepts/observability-primer/
http://dx.doi.org/10.1109/ACCESS.2023.3236165
http://dx.doi.org/10.1109/MERCon52712.2021.9525743
http://dx.doi.org/10.1109/MERCon52712.2021.9525743
http://dx.doi.org/10.1145/3368089.3417066
https://neo4j.com/docs/graph-data-science/current/algorithms/local-clustering-coefficient/
https://neo4j.com/docs/graph-data-science/current/algorithms/local-clustering-coefficient/
https://neo4j.com/docs/graph-data-science/current/algorithms/degree-centrality/
https://neo4j.com/docs/graph-data-science/current/algorithms/degree-centrality/
https://neo4j.com/docs/graph-data-science/current/algorithms/strongly-connected-components/
https://neo4j.com/docs/graph-data-science/current/algorithms/strongly-connected-components/
https://opentelemetry.io/docs/collector/
https://newrelic.com/blog/how-to-relic/baseline-alerts-algorithm
https://machinelearningmastery.com/exponential-smoothing-for-time-series-forecasting-in-python/.
https://machinelearningmastery.com/exponential-smoothing-for-time-series-forecasting-in-python/.
https://proceedings.neurips.cc/paper_files/paper/2022/file/cf93972b116ca5268827d575f2cc226b-Paper-Datasets_and_Benchmarks.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/cf93972b116ca5268827d575f2cc226b-Paper-Datasets_and_Benchmarks.pdf


on Informatics Visualization 7 (2023) 122. doi:10.30630/joiv.7.1.1297.
[27] OpenTelemetry Demo, 2023. URL: https://github.com/open-telemetry/

opentelemetry-demo.
[28] Neo4j APOC Library, 2023. URL: https://neo4j.com/developer/neo4j-apoc/.
[29] S. O. Semerikov, T. A. Vakaliuk, I. S. Mintii, V. A. Hamaniuk, V. N. Soloviev, O. V. Bondarenko,

P. P. Nechypurenko, S. V. Shokaliuk, N. V. Moiseienko, V. R. Ruban, Development of the
computer vision system based on machine learning for educational purposes, Educational
Dimension 5 (2021) 8–60. doi:10.31812/educdim.4717.

[30] I. A. Pilkevych, D. L. Fedorchuk, M. P. Romanchuk, O. M. Naumchak, Approach to the
fake news detection using the graph neural networks, Journal of Edge Computing 2 (2023)
24–36. doi:10.55056/jec.592.

209

http://dx.doi.org/10.30630/joiv.7.1.1297
https://github.com/open-telemetry/opentelemetry-demo
https://github.com/open-telemetry/opentelemetry-demo
https://neo4j.com/developer/neo4j-apoc/
http://dx.doi.org/10.31812/educdim.4717
http://dx.doi.org/10.55056/jec.592


Development of a modified genetic method for
automatic university scheduling
Ievgen Fedorchenko, Andrii Oliinyk, Tetiana Zaiko, Kyrylo Miedviediev,
Yuliia Fedorchenko and Mykola Khokhlov

National University “Zaporizhzhia Polytechnic”, 64 Zhukovsky Str., Zaporizhzhia, 69063, Ukraine

Abstract
The paper investigates the problem of optimizing the university class schedule. Sequential and parallel
methods for scheduling based on genetic search are developed. The proposed methods use adapted
initialization, crossover, and selection operators. The algorithms minimize conflicts and the time interval
between classes, taking into account recommendations for time and place. The developed methods
contribute to effective planning of the educational process and avoidance of errors in scheduling. A
comparative analysis of the classical and modified genetic algorithms is carried out, confirming the faster
and more efficient functioning of the modified approach. The modified algorithm is also compared with
different operators and parameters of the genetic algorithm to determine the optimal conditions. The
obtained results indicate effective methods for improving the quality of the schedule and optimizing the
educational process at the university.
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1. Introduction

Time and resource management is critical to success in higher education. For students, effective
time management is an important factor for successful studies, allowing them to balance studies
with other activities such as work, sports or social life. On the other hand, for teachers, an
optimal schedule of classes helps increase the productivity and efficiency of their work.

Scheduling is a complex task that requires a lot of resources and planning knowledge. Since
there are many constraints, such as following the curriculum and taking into account the needs
of students and teachers, automating this process is essential. The scheduling problem can
be classified as an NP-complete problem due to the large number of possible solutions, and
metaheuristic algorithms are used to solve it. This paper proposes a modified genetic algorithm
for efficient university scheduling.
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2. Literature review and problem statement

Implementation of automatic systems for drawing up university timetables is an urgent task,
that is of great importance for improving the management of the educational process. Over the
last decades, many studies and developments have been carried out in order to optimize the
process of the distribution of working time and resources in university educational institutions.

Lukas et al. [1] use a genetic algorithm and a heuristic search to solve the problem of
scheduling at a university. The schedule creation methodology is based on genetic algorithms,
which are aimed at maximizing the number of successfully planned lesson units in the schedule.
This article provides a detailed description of the timetable generation process and takes into
account various constraints, such as the availability of teachers, classrooms and days.

Abduljabbar and Abdullah [2] uses the method of genetic algorithms to solve the problem of
a complex schedule of classes at a university or college. The authors proposed a system where
complex aspects such as class schedules, lecture times, and available classrooms are encoded as
binary sequences, and based on these, solutions are generated using genetic operations such as
selection, crossover, and mutation.

Alghamdi et al. [3] examines the problem of scheduling classes in universities and explores
various methods for its optimization. The article provides an overview of the genetic algorithm
optimization method. Genetic algorithms are based on the principles of genetics and natural
selection. The basic idea is to select the fittest individuals in a population, which are then
recombined or mutated to create new groups. GAs can effectively solve optimization problems
that have different parameters or characteristics that cannot be represented mathematically.

The task of creating a schedule is to create an optimal schedule of classes, taking into account
various restrictions and requirements. This issue belongs to the class of NP-complete problems
because it is a combinatorial optimization problem in which the number of solutions increases
with the size of the input data, constraints, and parameters.

The objective function for the scheduling problem defines the main optimization criteria,
which include:

• minimizing the number of windows between classes to reduce the downtime of teachers
and students;

• uniform distribution of the load during the week to increase work efficiency;
• minimization of conflicts and overlaps of classes, which involves avoiding overlap between

classes with joint groups, teachers or classrooms;
• taking into account proposals regarding the schedule to meet the needs of students and

teachers.

The objective function calculates the sum of the penalty functions that indicate violations of
the constraints when creating the schedule. Each penalty function can have a weight depending
on the importance of the corresponding constraint. We use the following notations: n is the
number of groups, m is the number of teachers, k is the number of audiences, L is the number of
classes, D is the number of school days, U is the maximum number of classes per day, Y is a type
of couple, 𝐺 = [𝑔1, 𝑔2, . . . , 𝑔𝑛] is schedule relative to groups, 𝑇 = [𝑡1, 𝑡2, . . . , 𝑡𝑚] is timetable
for teachers, 𝐴 = [𝑎1, 𝑎2, . . . , 𝑎𝑘] is the timetable for the classrooms, 𝑆 = [𝑠1, 𝑠2, . . . , 𝑠𝑙] is
general schedule, X is the schedule of a separate group, teacher or classrooms.
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𝑓1(𝑥) is a function that calculates windows between classes and has a corresponding weight-
ing factor 𝑘1. The function calculates the difference between the next class and the previous one
within one day. Depending on the type of classes, the following differences will be calculated:
between two common classes, or between the common and the numerator or denominator,
and between two classes in the numerator or denominator. In general, this function can be
described as follows (1):

𝑓1(𝑥) = 𝑘1

𝐷∑︁
𝑑=1

𝑈∑︁
𝑢=1

𝑌∑︁
𝑦=1

𝑥𝑑,𝑢,𝑦 − 𝑥𝑑,𝑢−1,𝑦, (1)

𝑓2(𝑥) is a function that calculates the overlap of classes and has the corresponding weighting
coefficient 𝑘2. This function checks whether classes in a certain group or audience do not
overlap. the teacher An overlap is considered when two or more classes are scheduled for the
same day of the week and class number, or different classes are held in the same auditorium. It
should be noted that if two classes are held in the same time slot, the class type is the numerator
and the denominator, respectively, then this is not considered overlapping. Mathematical model
of function (2):

𝑓2(𝑥) = 𝑘2

𝐿∑︁
𝑖=1

𝐿∑︁
𝑗=𝑖+1

𝑤2(𝑥𝑖, 𝑥𝑗) (2)

𝑤2(𝑥𝑖, 𝑥𝑗) is a Boolean function that can be described as follows (3):

𝑤2(𝑥𝑖, 𝑥𝑗) =

{︃
1, if i=j .

0, else.
(3)

𝑓3(𝑥) is a function that calculates compliance with the recommendations regarding the time
of the lesson and has a corresponding weighting factor 𝑘3. The objective function will look like
this (4):

𝐹 (𝑆) =
2∑︁

𝑖=1

𝑛∑︁
𝑗=1

𝑘𝑖𝑓𝑖(𝑔𝑗) +
2∑︁

𝑖=1

𝑚∑︁
𝑗=1

𝑘𝑖𝑓𝑖(𝑡𝑗) + 𝑘2

𝑘∑︁
𝑗=1

𝑓2(𝑎𝑗) + 𝑘3

𝑙∑︁
𝑗=1

𝑓3(𝑠𝑗) (4)

With the help of weighting coefficients, we can determine the importance of compliance with
the corresponding restriction. If the value of the coefficient is high, the priority in the algorithm
will be to minimize this limitation.

Planning training sessions is a complex combinatorial task, and traditional scheduling meth-
ods are not suitable for it. They use heuristic methods, such as genetic algorithms, which,
although they do not guarantee the best solution, effectively search for optimal options.

During the analysis of the available methods of solving the problem, it was established
that the most suitable algorithm for drawing up the optimal schedule of classes is the genetic
algorithm. Therefore, it was decided to develop an adapted and modified genetic algorithm for
solving the given problem.
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The scheduling algorithm should minimize the value of the defined objective function (4).
The work of the algorithm can be represented in the form of the following formula (5):

𝐹 (𝑆) → 𝑚𝑖𝑛, (5)

where S is the class schedule; 𝐹 (𝑆) is the objective function.
To evaluate the quality of the results of the algorithm, the objective function described above

will be used, which shows the number of violations of the specified restrictions.

3. The purpose and objectives of the research

The purpose of the research is to develop a mathematical model for solving the task of creating
an optimal schedule of classes for higher educational institutions.

To achieve this purpose, it was necessary to solve the following tasks:

• to develop an adapted classic genetic algorithm for drawing up an optimal class schedule;
• to develop a modified method of the classical genetic algorithm;
• to present an experimental study of the proposed genetic methods.

4. Development of genetic algorithm modification

An evolutionary genetic method was chosen to optimize the objective function. The genetic
algorithm gradually approaches the optimal schedule by selecting, combining, and varying
possible solutions.

The main steps of the genetic algorithm are [4, 5]:

1) initialization of input data and algorithm parameters;
2) initialization of the initial population;
3) calculation of the adaptability of individuals;
4) crossing of individuals;
5) mutation of individuals in the population;
6) calculation of the suitability of the obtained individuals;
7) selection;
8) continuation of steps until the stop criterion is satisfied.

The initial data for the system was obtained from the semester assignment information
from the software department. This document included a list of subjects, a list of groups
attending these subjects, the names of lecturers who give lectures or practical classes, and
recommendations for the classrooms needed for the classes. The task was to create a schedule
for 28 teachers and 40 groups, using 10 classrooms (6 lecture rooms and 4 laboratory rooms).

The input data for the algorithm were:

• a list of classes, each of which included a teacher or teachers, one or more groups, a
subject, a type of class, and the number of meetings;

• recommended schedule for classes;
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• the number of school days;
• the maximum number of classes per day;
• list of classrooms.

The algorithm has the following parameters;

• population size;
• the number of iterations;
• probability of mutation;
• probability of crossing;
• probability of gene mutation.

Initialization in the genetic algorithm is the process of creating an initial population of
individuals that will evolve in the future [6].

Two initialization methods were developed.
The first method is random initialization. Random initialization makes it possible to include

various solutions in the initial set, which increases the probability of finding an optimal sched-
ule. For each lesson, the day of the week, session number, type and audience are randomly
determined. If the class has a recommended schedule, it will be taken into account [6].

The second method is the initialization of the schedule, modification of the random one: we
randomly generate a day of the week, choose an audience, then look for a possible time of the
class. If this is the first lesson on the selected day, you can insert it randomly. If there is already
a class, then the number is selected in such a way as to minimize violation of the restriction.
As a result, we will get a schedule in which there will be no overlap of classes and a reduced
number of windows. Using this initialization method will significantly speed up the work of
the genetic algorithm.

Crossover is an operation in a genetic algorithm that is used to create a new population.
Crossbreeding consists in the exchange of genes between two parental individuals in order to
create offspring with a new combination of genes [6].

It was decided to exchange only one random activity in two random schedules. This allows
other genes to change in the next generation and preserve beneficial combinations.

The 𝑘-point crossover method involves choosing 𝑘 points on the parental chromosomes,
dividing the chromosomes into 𝑘 + 1 segments, and exchanging these segments to create two
offspring. An even multiple of 𝑘 ensures the division of segments into equal parts [6].

Advantages of this method include diversity in offspring, preservation of useful genetic
combinations from parents, and prevention of collapse into a local minimum during optimization.
However, a large value of 𝑘 can lead to the loss of useful information from parental chromosomes
[6].

Mutation randomly changes one or more genes in a certain solution to increase diversity
and avoid local optima [6]. It is important not to change too many genes in one solution, as
this may render it unusable. Therefore, the mutation is often limited to the change of only one
random activity in the schedule [6].

Mutation of all genes with a certain probability is used to get out of local optima and find
more optimal solutions [6].
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In the context of a scheduling problem, a population represents different schedule options.
A crossover involves changes in class numbers, days, or classrooms between two different
schedule variants for a particular group or instructor. Mutation makes similar random changes
in an individual schedule.

In the genetic algorithm, selection is the process of selecting the best solutions for forming
the next population. The essence of selection is to keep the best individuals and get rid of the
worst ones, which leads to a gradual improvement of decisions in each subsequent iteration.
The following selection methods were implemented [6]:

• tournament: two decisions are randomly chosen, priority is given to the decision with a
higher fitness value;

• ranking: a selection method based on their suitability ranking;
• roulette: selection of candidates of the next generation based on probabilities correspond-

ing to their fitness.

An individual’s fitness determines his or her ability to effectively solve a task or meet certain
optimality criteria. It is a numerical value that reflects how well a particular individual meets
the requirements.

In the case of scheduling, an individual’s fitness can be measured by the number of conflicts
in the schedule, the efficiency of resource use, and the satisfaction of students’ and teachers’
needs. In its algorithm, the function takes into account such strict constraints as overlapping
class schedules, inconsistencies with the recommended schedule, and the number of breaks
between classes.

Scaling of the adaptability of individuals was implemented in selection. Scaling of fitness
values is one of the optimization methods of genetic algorithms, which allows to increase the
speed of convergence, unit/s of the algorithm. The basic idea is to rescale the fitness values so
that they lie in the range from 𝑎 to 𝑏. This can be done using a scaling function that transforms
the original range of fitness values into a new range corresponding to the range from 𝑎 to 𝑏 [7].

Scaling of the fitness of individuals helps to reduce the influence of different scales of fitness
functions on the results of the genetic algorithm and allows to more efficiently find the optimal
solution [7].

Also, to increase the chances of finding an optimal solution, you can use elitism, which
preserves a part of the best individuals from one generation to another without changes. The
preservation of elite individuals from the previous population allows to preserve diversity and
prevent the loss of useful information [8].

Criteria for stopping the algorithm:

• if the maximum number of iterations is reached;
• if a schedule is found, the fitness value of which is equal to 0.

One of the methods for improving the classical genetic algorithm is its island model. The GA
island model is a model in which the population is divided into several groups (islands). Each
island contains its own subpopulation that evolves independently of other islands [9].

With the help of the migration mechanism, individuals can move from one island to another
to speed up the convergence of the algorithm. This will help reduce the risk of falling into local
minima [9].
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In the island model, subpopulations can use different algorithm parameters, different crossing,
mutation and selection operators [9].

Also, the genetic algorithm, like its island model, can be speeded up by parallel implementation.
Parallel implementation of GA will speed up the convergence time of the algorithm using several
processors [10].

5. Software implementation of the developed modification

The main idea of the genetic algorithm is to gradually create and improve schedules using
operators such as mutation, crossover, and selection. The basic steps of a genetic algorithm
include initialization, main cycle, crossover, mutation, calculation of fitness values, selection,
termination, and saving the results.

The island model of the genetic algorithm is similar to the classical genetic algorithm, but
involves the creation of separate groups of populations that function in parallel and can interact
by exchanging individuals.

The island model of the genetic algorithm includes such operations as the initialization of
individual islands with different parameters and the possibility of migration of individuals
between these islands.

The main steps of the GA island model include initialization, initialization of schedules, main
loop, island traversal, crossover, mutation, calculation of fitness values, selection, migration (if
necessary), selection of best individuals, search of best schedules, replacement of individuals,
termination, search of best individual, completing the algorithm and saving the results.

6. Experiments and results

Input data for the system are:

• data on classrooms: classroom name, type, capacity, established departments;
• data on departments: name of the department and its abbreviated name;
• data on specialties: specialty name, code, department;
• data on disciplines: name, specialty, semester in which the discipline is taught;
• group data: group name, number of students, current semester, specialty;
• data on teachers: full name of the teacher and the department where he works;
• data about classes: discipline, class type, number of classes per week, teachers, groups,

recommended audiences, recommended time.

The initial data is the optimal schedule of classes compiled for the selected department,
which takes into account the recommendations for conducting and minimizes the following
parameters:

• the number of overlapping classes for groups, teachers and classrooms;
• the number of windows between classes for groups and teachers.
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A computer with the following characteristics was used for the tests: processor AMD Ryzen
5 2600 with a frequency of 3.9 GHz, 6 cores and 6 threads, the amount of RAM is 8.00 GB with
a speed of 3200 MHz, the type of hard disk is SSD, and the operating system is the Virtual
Machine Windows Server 2022.

The speed of convergence parameter was used to compare the performance of the algorithm.
The speed of convergence shows how quickly or efficiently the algorithm approaches its optimal
solution. This parameter can be calculated using the following formula (6):

𝑆 =
|𝐹𝑠 − 𝐹𝑓 |
|𝑡𝑓 − 𝑡𝑠|

(6)

where 𝑆 is the speed of convergence; 𝐹𝑠 is the initial fitness value;𝐹(𝑓) is the final value of
fitness; 𝑡𝑠 is the initial time of the algorithm; 𝑡𝑓 is the final time.

The following abbreviations should also be noted: 𝑃𝑒 is the value of elitism, i.e. the percentage
of the total population; 𝑇𝑐 is type of crossing: 1 – “custom one gene”, 2 – “𝑘-point”; 𝑁𝑘 is the
number of 𝑘 crossing points; 𝑃𝑐 is the probability of crossing; 𝑇𝑚 is mutation type: 1 – “custom
one gene”, 2 – “all genes”; 𝑃𝑚𝑔 is probability of gene mutation; 𝑃𝑚 is probability of mutation;
𝑇𝑠 is selection type: 1 – “roulette”, 2 – “ranging”, 3 – “tournament”; 𝑇𝑠 is initialization type: 1 –
“random”, 2 – “simple algorithm”; 𝑁𝑔 is the maximum number of iterations of the algorithm;
𝑁𝑝 is the size of the population.

The following parameters were used for the tests: number of days for making a schedule –
6, number of classes for making a schedule – 6, penalty for windows in groups – 1, penalty
for windows in teachers – 1, penalty for overlapping classes – 5, and penalty for inconsistency
recommended class time – 5.

Table 1 lists the test run parameters for the genetic algorithm, including the population size
(500) and the maximum number of iterations (2000). According to table 1, the results of these
tests are given. It is important to note that each entry in table 2 represents the average value of
the results of three conducted experiments with the same parameters.

Genetic algorithm parameters, such as population size and maximum number of iterations,
were kept constant for all tests to ensure comparability of results between different experiments.

Table 3 presents the parameters used during tests of the genetic algorithm modification – the
island model. Table 4 contains the results of these tests, and each test was performed three times,
after which the average value of the results was calculated. All tests used the same parameters:
a population size of 500 and a maximum number of iterations of 2000.

The following designations should be entered: 𝑁𝑖 is the number of islands; 𝑁𝑠𝑡 is a step of
increasing the values in the islands; 𝑁𝑖𝑡 is the number of iterations through which to migrate
between islands; 𝑃𝑚𝑖𝑔 is the number individuals participated in migration.

7. Discussion of research results

Analyzing table 2, we can draw the following conclusions about the highest convergence rate for
the GA parameters: mutation probability – 0.2; mutation type – single gene mutation; crossover
probability – 0.6; elitism value – 0.2; sampling type – roulette; crossover type – single gene
crossover.
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Table 1
Parameters for running genetic algorithm tests.

№ 𝑃𝑒 𝑇𝑐 𝑁𝑘 𝑃𝑐 𝑇𝑚 𝑃𝑚𝑔 𝑃𝑚 𝑇𝑠 𝑇𝑖

1 0.1 1 - 0.7 1 - 0.2 1 1
2 0.1 1 - 0.7 1 - 0.4 1 1
3 0.1 1 - 0.7 1 - 0.6 1 1
4 0.1 1 - 0.7 2 0.05 0.2 1 1
5 0.1 1 - 0.7 2 0.1 0.2 1 1
6 0.1 1 - 0.7 2 0.2 0.2 1 1
7 0.1 1 - 0.4 1 - 0.2 1 1
8 0.1 1 - 0.6 1 - 0.2 1 1
9 0.1 1 - 0.8 1 - 0.2 1 1
10 0.2 1 - 0.6 1 - 0.2 1 1
11 0.3 1 - 0.6 1 - 0.2 1 1
12 0.1 1 - 0.6 1 - 0.2 2 1
13 0.1 1 - 0.6 1 - 0.2 3 1
14 0.1 2 2 0.6 1 - 0.2 3 1
15 0.1 2 4 0.6 1 - 0.2 3 1
16 0.1 2 6 0.6 1 - 0.2 3 1
17 0.1 1 - 0.6 1 - 0.2 3 2
18 0.1 1 - 0.6 1 - 0.4 3 2
19 0.1 1 - 0.8 1 - 0.2 3 2
20 0.1 1 - 0.6 2 0.1 0.2 3 2
21 0.3 1 - 0.6 1 - 0.2 3 2
22 0.1 2 4 0.6 1 - 0.2 3 2

To analyze the effect of the parameter 𝑇𝑖 = 2 (using a modified initialization parameter), we
calculate how much the algorithm’s running time has decreased on average compared to the
values of 𝑇𝑖 = 1. To do this, let’s calculate the average value of the algorithm execution time
for both variants.

The average value of the GA running time at 𝑇𝑖 = 1 is 1888.429 s.
The average value of the GA running time at 𝑇𝑖 = 2 is 1115.938 s.
The reduction in the running time of the GA algorithm with 𝑇𝑖 = 2 compared to 𝑇𝑖 = 1 is

approximately 40.9%. A 40.9% reduction in running time indicates an improvement in algorithm
performance by using 𝑇𝑖 = 2.

After analyzing table 4, we can draw the following conclusions about the fastest convergence
rate for the island model parameters: number of islands – 6 (number of logical processor cores);
parameter divergence step – 7; number of iterations to perform migration – 10; number of
individuals to participate in migration – 0.1.

The average running time of the island model at 𝑇𝑖 = 1 is 2335.027 s.
The average running time of the island model at 𝑇𝑖 = 2 is 1313.531 s.
When using the modified initialization method, the island GA model is on average 1.8 times

faster. This can improve the performance of the algorithm, which saves time and resources in
solving the problem.
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Table 2
Genetic algorithm results.

№ 𝑡𝑠, s 𝑡𝑓 , s 𝐹𝑠 𝐹𝑓 𝑆

1 0.983 1937.365 1128.667 22.000 0.577
2 0.968 1852.033 1157.333 24.667 0.613
3 0.981 1884.862 1148.000 119.000 0.546
4 0.991 1840.709 1178.667 75.000 0.600
5 0.964 1865.484 1164.333 80.333 0.581
6 1.008 1881.805 1156.667 54.333 0.586
7 0.953 1851.585 1183.667 22.000 0.628
8 0.952 1796.640 1165.000 17.667 0.639
9 0.966 1808.654 1164.000 15.000 0.636
10 0.960 1794.841 1158.333 14.000 0.638
11 0.979 1840.432 1148.333 18.000 0.615
12 0.983 1878.421 1165.333 10.000 0.615
13 1.003 1839.763 1155.333 14.667 0.620
14 1.023 1980.765 1159.000 15.667 0.578
15 1.135 2196.617 1156.667 10.000 0.522
16 1.023 1980.765 1159.000 15.667 0.578
17 1.116 947.481 8.333 1.333 0.014
18 0.922 1334.211 9.667 1.333 0.008
19 0.914 1320.637 9.667 2.000 0.009
20 0.929 680.211 10.333 2.667 0.076
21 1.021 859.483 14.667 1.000 0.019
22 1.075 1559.583 6.333 1.333 0.016

Let’s test the algorithms with the parameters that give the best results (table 5).

8. Conclusion

A modified genetic method has been developed that uses an initialization operator based on
a priori information about the learning process that is available from the given constraints.
The use of the developed approach to initializing the genetic method can significantly (several
times) reduce the search time.

Also, a modified island model of the developed genetic method was developed to solve the
problem of drawing up an optimal schedule of classes. The fundamental difference between the
proposed method and existing analogues is the use of a modified initialization operator that
tries to reduce the initial fitness value by simply searching through possible options. Using
the modified initialization operator, the running time of the classical genetic algorithm was
reduced by 40.9%. It is also worth noting that the running time of the island model of the genetic
algorithm with the modified initialization operator was reduced by 1.8 times compared to the
use of the classical initialization method. This means that the application of this method has
significantly saved the algorithm execution time. The modified initialization method improves
the performance and speed of the genetic algorithm for scheduling classes, which is important

219



Table 3
Parameters for launching genetic algorithm modification tests – island model.

№ 𝑃𝑒 𝑇𝑐 𝑃𝑐 𝑇𝑚 𝑃𝑚 𝑇𝑠 𝑇𝑖 𝑁𝑖 𝑁𝑠𝑡 𝑁𝑖𝑡 𝑃𝑚𝑖𝑔

1 0.1 1 0.4 1 0.2 1 1 6 2 10 0.1
2 0.1 1 0.4 1 0.2 1 1 12 2 10 0.1
3 0.1 1 0.4 1 0.2 1 1 18 2 10 0.1
4 0.1 1 0.4 1 0.2 1 1 6 3 10 0.1
5 0.1 1 0.4 1 0.2 1 1 6 5 10 0.1
6 0.1 1 0.4 1 0.2 1 1 6 7 10 0.1
7 0.1 1 0.4 1 0.2 1 1 6 7 5 0.1
8 0.1 1 0.4 1 0.2 1 1 6 7 8 0.1
9 0.1 1 0.4 1 0.2 1 1 6 7 13 0.1
10 0.1 1 0.4 1 0.2 1 1 6 7 5 0.05
11 0.1 1 0.4 1 0.2 1 1 6 7 5 0.15
12 0.1 1 0.4 1 0.2 1 1 6 7 5 0.25
13 0.1 1 0.4 1 0.2 1 2 12 5 5 0.05
14 0.1 1 0.4 1 0.4 1 2 12 5 5 0.05
15 0.1 1 0.6 1 0.4 1 2 12 5 5 0.05
16 0.3 1 0.6 1 0.4 1 2 12 5 5 0.05

Table 4
Results of tests of modification of the genetic algorithm – island model.

№ 𝑡𝑠, s 𝑡𝑓 , s 𝐹𝑠 𝐹𝑓 𝑆

1 1.144 1924.096 1123.667 14.667 0.577
2 2.211 3663.413 1101.000 6.333 0.299
3 3.068 5399.514 1118.667 4.000 0.207
4 1.123 1835.984 1119.333 9.333 0.605
5 1.121 1892.263 1112.667 6.000 0.585
6 1.100 1893.736 1094.333 5.333 0.576
7 1.160 1898.343 1131.000 5.000 0.593
8 1.060 1929.846 1124.000 8.000 0.579
9 1.120 1880.434 1152.333 10.667 0.608
10 1.070 1899.741 1143.000 5.667 0.599
11 1.080 1913.294 1109.000 7.000 0.576
12 1.161 1906.083 1146.667 11.000 0.596
13 1.497 1314.078 383.000 3.333 0.217
14 1.640 1819.898 10.667 0.667 0.012
15 1.606 1485.881 7.000 1.000 0.011
16 1.971 640.981 9.667 0.000 0.015

for effective problem solving.
An experimental study of the proposed genetic methods was performed. The island model

of the genetic algorithm proved to be more efficient both in terms of speed and quality of the
solutions obtained. On average, the island model of the GA works much faster – the execution
time was reduced by 41.3% on average, it has a better fitness function result, the average fitness
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Table 5
Test results of algorithms with the best parameters.

Algorithm № 𝑡𝑠, s 𝑡𝑓 , s 𝐹𝑠 𝐹𝑓

Genetic algorithm
1 1.077 847.888 8.000 0.000
2 1.020 1320.838 11.000 0.000
3 1.178 1946.044 12.000 2.000

Average 1.092 1371.590 10.333 0.667

Island model of GA
4 1.857 2016.956 3.000 0.000
5 1.009 349.973 12.000 0.000
6 1.048 50.780 4.000 0.000

Average 1.305 805.903 6.333 0.000

value is 0, which means that the algorithm has found the ideal solution and makes it a more
efficient algorithm for this problem.
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Abstract
Experimental data on the epoxidation process of soybean oil with hydrogen peroxide/acetic anhydride
were analyzed. This study utilizes experimental data to construct a training dataset for neural net-
work training. Post-training, the neural network facilitates the optimization of epoxy curing reaction
parameters, monitors its evolution, and refines the epoxy product synthesis process. Furthermore, a
novel methodology has been devised to calculate the outcomes of epoxyation in unsaturated compound
mixtures. This method empowers precise control over the epoxyation process at the synthesis phase,
under specific reaction conditions, and elevates the technology involved in epoxy output production.

Keywords
Neural network, Optimization, Soybean oil, Epoxidizing

1. Introduction

Modern information technologies enable the solution of a wide range of practical tasks that
involve the procedure of deep machine learning and subsequent outcome testing [1]. At
present, there are already many areas of human activity where diverse computational tasks
have been successfully solved using artificial neural networks. For instance, by analyzing the
electroencephalogram of a person expressing a particular phrase, using deep feedforward neural
networks, it has been possible to build a human speech synthesizer [2]. Such a synthesizer is
capable of guessing and articulating certain fixed expressions used by a person in the past but
not recalled during the operation of the synthesizer. The use of neural networks in medicine
is essentially a separate branch of science and technology: they can be used for interpreting
X-ray images, making it easy to determine the degree of bone wear and tear in a person,
as well as artificial implants, fasteners, and prosthetics injected into the patient’s body [3].
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Chemists and biologists use neural networks to predict the outcomes of chemical and biological
processes, select optimal conditions for such processes, and assess the quantities and types
of catalysts [4] or inhibitors [5]. In the field of robotics and automation, neural networks are
employed for the approximate calculation and prediction of motion trajectories for automated
machines, mechanisms, and manipulators [6], as well as for optimizing the consumption of
energy resources and materials. Among the natural sciences, including mathematics, mechanics,
materials science, vibrations and waves, spectral analysis, the application of neural networks
enables the solution of classical fundamental equations, including those involving Bessel and
Neumann special functions [7], which describe real multi-dimensional systems. Numerical
solutions to such equations were previously inaccessible.

Neural network structures are utilized in various branches and directions of physics. This
includes mathematical modeling of the output of photovoltaic panels and approximating gener-
ated power [8], processing and analysis of sensor data and measurement devices, and substance
identification.

Neural networks find extensive applications in physical problems related to the propagation,
interference, diffraction, and absorption of electromagnetic waves [9, 10], as well as in ultrasound
for biological research [11] and for the study of massive solid media [12].

The main goal and principle of green chemistry are the utilization of renewable, environmen-
tally friendly raw materials, which will contribute to reducing biodegradation and the toxicity
of industrial production [13]. The polymerization of soybean oil is essential for the creation of
polymers used in the production of printing and textile inks. Epoxydized oils possess unique
chemical properties and, therefore, have a wide range of applications. They are used to enhance
the operational quality of rubber, as components for producing photographic films, packaging
materials in medicine, and in the production of food products.

There is an urgent need for a fast and accurate method for identifying the true content of
oil mixtures. In this study, Raman spectroscopy, combined with three deep learning models
(CNN-LSTM, enhanced AlexNet, and ResNet), was used for the simultaneous determination of
the quantities of extra virgin olive oil (EVOO), soybean oil, and sunflower oil in a blend of olive
oils. The research demonstrated that all three deep learning models outperformed traditional
chemometric methods in predicting the composition [14]. Currently, active research is being
conducted on the synthesis of solid polymer materials using soybean oil with mechanical
properties that can be utilized as construction and building materials. Epoxides belong to the
group of cyclic ethers - metabolites that are often formed by cytochromes, acting on aromatic
or double bonds. The specific site on a molecule that undergoes epoxidation is called the site
of epoxidation (SOE). Thus, artificial intelligence methods significantly enhance the accuracy
of SOE molecule identification and the selection of optimal parameters for controlling the
epoxidation process. Indeed, this type of learning is facilitated by artificial neural networks
(ANN), which are essentially a technical software implementation of the biological neural
structure in the human brain. Such neural networks are also commonly referred to as connection
systems because, for such ANNs, a fundamental component is the system of connections and
links that enable one neuron to establish pathways for the propagation of signals to other
neurons and, conversely, receive similar signals from them. Epoxy oils are widely used in the
production of polyvinyl chloride (PVC) and polymers based on it because epoxy oils are among
the best stabilizers and plasticizers for such polymers. Epoxy oils offer specific advantages
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over stabilizers of other types. For example, adding epoxy stabilizers to a polymer significantly
increases its thermal stability and provides resistance to ionizing radiation. Epoxy oils can be
used as curing agents and binders (in compositions with various oligomers) as well as stabilizers
(in PVC compositions). The production and use of epoxy oils continue to grow steadily as
they are integral components of paint and varnish products based on epoxy, cellulose ether
oligomers, PVC, and plasticizers for organodispersed coatings.

In this study, a deep learning algorithm is employed for the automatic detection of issues
in pipelines containing epoxy oils [15]. In [16] the construction of an electromagnetic field
shielding system using a multi-layer perceptron neural network-based system designed for
predicting electromagnetic absorption by composite films based on polycarbonate and carbon
nanotubes is examined. The proposed system includes 15 different multi-layer perceptron
networks [17].

Organic peracids are utilized for the implementation of liquid-phase epoxidation of unsatu-
rated organic substances [18].

2. Experimental

Nykulyshyn et al. [19] suggests the use of an epoxidation system consisting of H2O2/acetic
acid/catalyst. In this system, the epoxidizing agent is also an organic peracid formed through
the interaction of H2O2 with organic acid in the presence of a catalyst (figure 1). In this case, the
organic acid circulates within the system, with its molecule periodically gaining an additional
oxygen atom, which is then transferred to another substance.

Figure 1: Epoxidizing of the substance using the H2O2/organic acid/catalyst system.

The authors propose using the anhydride of organic acid instead of organic acid, which will
reduce the formation of water in the reaction mixture and accelerate the reaction of nadoctovoic
acid formation.

The objective of this study is to improve and modify the technology for obtaining epoxy oils,
establish optimal conditions for the economically viable production of epoxy oils that meet
quality standards (figure 1).
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Table 1
Quality indicators of epoxidized oils.

Physical-chemical indicator
Norm for brands

(technical conditions)*

ST SU C
Epoxy number, % (oxyran oxygen content), not less than 6.5 6.4 6.0
Iodine number, g I2/100 g, no more than 1.5 2.0 8.0

* As stabilizers and plasticizers for PVC-based polymers

The practical value of using the process model obtained through neural networks lies in its
ability to monitor the quality of epoxy oil during the synthesis stage. The dependencies of the
time parameters of the chemical epoxidation reaction on:

• Initial concentration of acetic anhydride
• Initial concentration of hydrogen peroxide
• Initial concentration of ion-exchange resin KU-2x8
• Process temperature.

The obtained dependencies allow researchers the assessment of the optimal concentration of
epoxying mixture reagents, process duration, and temperature.

Experimental data indicates that the relationship between the epoxy number of epoxidized
soybean oil and temperature at various concentrations of acetic anhydride, hydrogen peroxide,
catalyst amount, and process duration exhibits a complex nature. In the initial stages, the
reaction rate steadily increases with rising temperature and catalyst concentration. However, at
excessively high temperatures (>348 K) and catalyst concentrations (>15 g per 100 cm3), there is
a possibility of a decrease in the achieved epoxy number due to secondary reactions involving
the opening of epoxy cycles.

Therefore, to determine the optimal conditions for the chemical process, it is advisable to
construct a mathematical model and apply it to calculate the parameters of such processes. The
following assumptions were made during the model creation:

• X1 – concentration of acetic anhydride, wt.%, 2<X1<9
• X2 – concentration of hydrogen peroxide 46%, wt.%, 25<X2<40
• X3 – amount of catalyst, wt.%, x3<15
• X4 – temperature, K, 333<X4<353
• X5 – duration of the process, min, X5<360

3. Methods

For training a neural network using the results of experiments, a target dataset has been
created. The neural network’s inputs characterize the experimental conditions, while the
outputs characterize the final results, specifically the concentrations of reaction products.

1. The input parameters of the neural network are as follows:
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2. Concentration of Acetic Anhydride (Normalized)
3. Concentration of Hydrogen Peroxide (Normalized)
4. Catalyst KU-2×8 (Kat) (Normalized)
5. Normalized Temperature
6. Normalized Reaction Time
7. Initial Epoxy Number (Normalized)
8. Initial Iodine Number (Normalized)

The calculations were made with the assumption that the initial values of the Epoxy and
Iodine numbers influence the course of the experiment. The experimental data sample did not
exceed 400 minutes, so normalization was performed based on this time. The reactions were
conducted in a temperature range of 423 to 443 K. The output parameters of the neural network
are as follows:

1. Final Epoxy Number (Normalized)
2. Final Iodine Number (Normalized)

In figure 2, a five-layer neural network is depicted. It was trained using input experimental
data obtained during the epoxidation of soybean oil. Seven input parameters were selected for
the neural network, and the values of each input parameter were normalized to 1. The neural
network’s output layer consists of 2 neurons. This presented neural network includes three
hidden layers, each of which contains 20 neurons.

Figure 2: A five-layer neural network.

4. Results and discussion

As observed in figure 3, which was generated after training the neural network, an increase in
reaction temperature leads to a rapid rise in the Epoxy Number within the first 100 minutes of
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the reaction. Further progression of the reaction results in a plateau of Epoxy Number values,
and continued reaction may even lead to a significant decrease.

Figure 3: The relationship between the Epoxy Number and the reaction temperature and reaction time
during the epoxidation of soybean oil. The calculations were conducted while interacting a soybean oil
solution in toluene with the epoxidation system consisting of H2O2, acetic anhydride, and a catalyst.
The concentrations used were as follows: Acetic anhydride concentration = 5.72 wt.%, Hydrogen peroxide
concentration = 33.1 wt.%, and catalyst concentration = 5 wt.%.

The training of the neural network is accomplished using a training mechanism. To find
the minimum of the error function, the backpropagation algorithm is applied, utilizing the
stochastic gradient descent method.

At lower reaction temperatures, within the initial 60 minutes, the Epoxy Number increases
rapidly to values of 3-4, with subsequent growth occurring more slowly. The data obtained
during the experiment are limited in both quantity and the range of argument values. However,
through neural network training, the system extrapolates the obtained values to create a more
detailed graph by extending the range of argument values.

Figure 4 provides a comparison between experimental data and data obtained after training
the neural network, which covers a wider range. Experimental data is represented by the red
lines, while the predictions made by the neural network are shown in blue lines. The calculations
were conducted during the interaction of a soybean oil solution in toluene with the epoxidation
system involving H2O2, acetic anhydride, and a catalyst. The concentrations used were as
follows: Acetic Anhydride concentration = 5.72 wt.%, Hydrogen Peroxide concentration = 33.1

228



wt.%, and catalyst concentration = 5 wt.%. The reaction temperatures are as follows: a – T=333
K, b – T=343 K, c – T=353 K. Through training, the neural network accurately processes the
input data and predicts experimental outcomes beyond the scope of the available experimental
data.

Figure 4: Comparison of Epoxy Number dependencies on reaction temperature and reaction time
during the epoxidation of soybean oil. The reaction temperatures are as follows: a – T=333 K, b – T=343
K, c – T=353 K

The convexity observed in the dependency, as shown in figure 4a, at small reaction times is
a result of the network being trained on intermediate experiment results. In other words, the
network considered the entirety of the input data.

As seen in figure 5, which was generated after training the neural network, an increase in
reaction temperature leads to a rapid decrease in the Iodine Number. The calculations were
carried out during the interaction of a soybean oil solution in toluene with the epoxidation
system comprising H2O2, acetic anhydride, and a catalyst. The concentrations used were as
follows: Acetic anhydride concentration = 5.72 wt.%, Hydrogen peroxide concentration = 33.1
wt.%, and catalyst concentration = 5 wt.%. However, with a longer reaction time, there is a slight
rebound in the Iodine Number towards higher values. At lower reaction temperatures in the
mixture, the Iodine Number exhibits a much slower decreasing trend.

Similar to the data in figure 5, the data obtained during the experiment are limited both in
quantity and the range of argument values. Nevertheless, through training, the neural network
expands the range of argument values and interpolates the obtained values to create a more
detailed graph.
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Figure 5: Dependency of the Iodine Number on the reaction temperature and reaction time during the
epoxidation of soybean oil.

In figure 6, a comparison between experimental data and data obtained after neural network
training is presented. As a result of training, the neural network accurately reproduces the
experimental data and predicts experiment outcomes beyond it.

The wave-like dependencies observed in figure 5a at small reaction times and the convex
shapes in dependencies figure 6(b,c) are predicted by the neural network. The first experimental
data point in figure 5a was taken after 120 minutes, and the true dependence of the Iodine
Number on time was unknown. However, based on the entire array of experimental data, the
neural network predicts that the Iodine Number should vary according to this pattern.

After training, the neural network operates with output functions of multiple variables (in
our case, 7 variables) and allows us to examine the projections of calculated (learned) functions
onto selected parameter axes that are of interest to us. For example, in figure 7a, the relationship
between the Epoxy Number after two hours of the epoxidation reaction of soybean oil and
the concentration of Acetic Anhydride (OA) and temperature is shown. The reaction time, the
concentration of H2O2, and the catalyst concentration are held constant.

Simultaneously reducing the concentration of OA and increasing the reaction temperature
leads to the highest Epoxy Number value (figure 7a). Furthermore, at high OA concentrations
and low reaction temperatures, a local maximum in the Epoxy Number dependence is observed
within the selected range. The reaction performs the least efficiently at moderate OA concentra-
tions and low reaction temperatures. It is important to note that in this case, we have considered
a limited reaction time (time = 120 minutes). With a different reaction time, the dependencies
may vary, and the optimal parameters (OA concentration and temperature) may fall within
different ranges.

In figure 7b, we observe similar dependencies to those in figure 6, but for the Iodine Number.
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Figure 6: Comparison of Iodine Number dependencies on reaction temperature and reaction time
during the epoxidation of soybean oil. Experimental data is represented by the red lines, while the
predictions made by the neural network are shown as blue lines. The calculations were conducted
during the interaction of a soybean oil solution in toluene with the epoxidation system consisting of
H2O2, acetic anhydride, and a catalyst. The concentrations used were as follows: Acetic Anhydride
concentration = 5.72 wt.%, Hydrogen Peroxide concentration = 33.1 wt.%, and catalyst concentration = 5
wt.%. Reaction temperatures are denoted as follows: a – T=333 K, b – T=343 K, c – T=353 K

As seen in the figure, even at the maximum reaction temperature (within the selected range)
and the highest OA concentration, the Iodine Number does not reach its minimum value.

Optimal concentrations of OA and reaction temperature were calculated to achieve the
maximum Epoxy Number and the minimum Iodine Number during the interaction of a soybean
oil solution in toluene with the epoxidation system H2O2/acetic anhydride/catalyst (as shown
in figure 7a and figure 7b). Conditions:

• X2 = 33.1 wt.% (Hydrogen Peroxide concentration)
• X3 = 5 wt.% (Catalyst concentration)
• X5 = 120 minutes (Reaction time)

Optimal Epoxy Number values occur at:

• X1 = 3.5 wt.% (Acetic Anhydride concentration)
• X4 = 358 K (Reaction temperature)

Optimal Iodine Number values occur at:

• X1 = 7.5 wt.% (Acetic Anhydride concentration)
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Figure 7: Dependency of Epoxy Number (a) Iodine Number (b) on the Acetic Anhydride concentration
and temperature during the epoxidation of soybean oil. The calculations were carried out during the
interaction of a soybean oil solution in toluene with the epoxidation system consisting of H2O2, acetic
anhydride, and a catalyst. The catalyst concentration in the mixture was 5 wt.%, the Hydrogen Peroxide
concentration was 33.1 wt%, and the reaction time was 120 minutes.
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• X4 = 358 K (Reaction temperature)

As seen in figure 8a, the Epoxy Number reaches its maximum values at the highest concen-
tration of H2O2 in the solution and the maximum reaction temperature (within the specified
range of input values).

Figure 8: Dependency of the Epoxy Number (a) Iodine Number (b) on the concentration of H2O2 and
reaction temperature during the epoxidation of soybean oil. The calculations were performed during the
interaction of a soybean oil solution in toluene with the epoxidation system consisting of H2O2, acetic
anhydride, and a catalyst. The mixture contained a catalyst concentration of 5 wt.%, Acetic Anhydride
concentration of 5.72 wt.%, and a reaction time of 120 minutes

As observed in figure 8b, the Iodine Number reaches its minimum values at the highest
concentration of H2O2 in the solution and the maximum reaction temperature (within the
specified range of input values).

As observed in figure 9a, at the maximum reaction temperature, the maximum Epoxy Number
is achieved after 2 hours of reaction across the entire specified range of catalyst concentration
values.

As observed in figure 9b, at the maximum reaction temperature, the minimum Iodine Number
is achieved after 2 hours of reaction across the entire specified range of catalyst concentration
values.

In conclusion, it is important to emphasize that following training on a limited range of
input experimental data, the neural network enables the expansion (prediction) of the range of
experimental data. The addition of new data to the experimental database, which is used to
train the neural network, offers the opportunity to refine the dependencies further.

5. Conclusions

The method presented in this study for determining the parameters of the soybean oil epox-
idation process has demonstrated the nature of the dependence of these chemical reaction
parameters on the concentration of OA and H2O2, the amount of catalyst, reaction temperature,
and reaction time. The use of the neural network clearly illustrates the ability to quantitatively
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Figure 9: Dependency of the Epoxy Number (a) Iodine Number (b) on the catalyst concentration and
reaction temperature during the epoxidation of soybean oil. The calculations were conducted during
the interaction of a soybean oil solution in toluene with the epoxidation system involving H2O2, acetic
anhydride, and a catalyst. The mixture had a Hydrogen Peroxide concentration of 33.1 wt.%, Acetic
Anhydride concentration of 5.72 wt.%, and a reaction time of 120 minutes

predict the outcome of soybean oil epoxidation with a limited sample of experimental data. The
prediction of results includes determining the epoxy number, iodine number, and additional
information about the progress of the reaction.

The application of the trained neural network allows for the determination of optimal con-
ditions for conducting the epoxidation process of oil using the epoxidation system, which
consists of acetic anhydride, hydrogen peroxide, and the catalyst KU-2x8, with specific values
for duration and temperature.

While experimental studies were conducted on soybean oil, the dependencies obtained in
this work are also applicable to other vegetable oils such as castor oil, rapeseed oil, flaxseed oil,
sunflower oil, and olive oil. Experiments on these vegetable oils are already underway.
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Abstract
The article presents the specifics of the software implementation of the thermal resistance calculator
named “ThermoResist”. The developed thermal resistance calculator calculates the thermal resistance
of the wall, window, attic floor, and roof in accordance with the State Building Regulations of Ukraine.
The programming language C♯ was chosen to implement computation procedures and the thermal
resistance calculator interface. Calculations were performed under the assumption that the contributions
of different thermal resistance mechanisms to the total thermal resistance of dielectric building materials
are additive.

Keywords
thermal resistance, calculator, heat transfer processes, dielectric building structures

1. Introduction

Digitization of all spheres of public life and industry requires the development of appropriate
tools [1]. One of the most important branches of industry in Ukraine is the construction
industry because after the war it will be necessary to rebuild hundreds of destroyed cities and
villages, to rebuild thousands of houses. Thermal insulation of buildings is an important part
of construction. Both civil engineers and ordinary workers in the construction industry will
carry out such work. The training of specialists in the construction industry is carried out by
institutions of higher and professional pre−higher education. That is why the ability to perform
thermal insulation calculations is an important component of the professional competence of
civil engineers. The creation of thermal insulation begins with its calculations. Such calculations
are usually carried out manually. At the same time, there are thermal resistance calculators that
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are advisable to use in the process of calculating the thermal insulation parameters of buildings
and structures.

To calculate the parameters of thermal insulation, one can use general-purpose application
software, automated design systems, or existing thermal conductivity calculators. The use of
software of the specified categories has its advantages and disadvantages; in particular, they do
not take into account the peculiarities of heat transfer in dielectric materials. In dielectrics, heat
transfer processes occur due to phonon-phonon interaction without the participation of free
electron diffusion [2, 3]. Therefore, it would be more appropriate to use a specialized software
tool – a thermal resistance calculator for dielectric building materials.

The article aims to reveal the features of software implementation and the user interface of
the thermal resistance calculator for dielectric building materials.

2. Computation method

One of the urgent and at the same time the most difficult problems of thermal physics is the task of
researching energy transfer processes [4, 5, 6]. Data on thermal conductivity allow for obtaining
important information for thermal physics. Dielectrics have several mechanisms that determine
thermal conductivity, and a number of processes that limit the effectiveness of each of the
mechanisms [7, 8, 9, 10]. The development of industrial technologies contributed to the creation
of high-precision methods of thermal conductivity research, which made it possible to obtain
more complete information about the nature of the forces acting in dielectric materials. However
accurate quantitative prediction of thermal conductivity due to the complexity of describing
specific mechanisms of heat transfer for real dielectrics is a difficult task. In the classical Debye
model, the thermal conductivity Λ of dielectrics can be presented by the expression [2, 11]:

Λ =
ℏ

2𝜋2𝑣2𝑘𝑏𝑇 2

𝜔𝐷∫︁
𝑎

𝑙(𝜔)𝜔4 𝑒ℏ𝜔/𝑘𝐵𝑇

(𝑒ℏ𝜔/𝑘𝐵𝑇 − 1)2
𝑑𝜔 (1)

where 𝑣 is the sound velocity, 𝜔𝐷 is the Debye frequency, 𝑘𝐵 is the Boltzmann’s constant, 𝑙(𝜔)
is the phonon mean free path, and ℏ is the Planck’s constant.

At the same time, today there are considerable deviations between the results of experimental
studies of the dielectric materials thermal conductivity and classical theoretical predictions.
At present, there is no generally accepted theoretical model that can effectively determine the
contributions of different heat transfer mechanisms to the thermal conductivity of dielectrics
[7, 8, 12, 13, 14]. Therefore, in practice, a simplified idea of the possibility of independent
separation of the contributions of each of the phonon scattering mechanisms to the total
thermal resistance and determination of the combined phonon relaxation time 𝜏 is often used
[15, 16, 17]:

𝜏−1 =

𝑛∑︁
𝑖

𝜏−1
𝑖 (2)

where 𝜏𝑖 is the relaxation time for each of the phonon scattering mechanisms in the dielectric.
The possibility of using such a simplification in the inverse functions for kinetic coefficients

was also theoretically substantiated in works [18, 19]. According to the results of these works,
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if a quantity is a direct correlation function (in our case thermal conductivity) goes to infinity,
then it is necessary to consider the behavior of its inverse quantity (inverse correlation function
in our case is thermal resistance) and add to its thermodynamic value terms that describe
spatiotemporal dispersion and additional corrections. If the inverse value goes to zero, then all
correction terms are added to this zero value.

In the harmonic approximation [20], heat waves propagate in the crystal without interacting
with each other. In this case, the arbitrary distribution of phonons does not become equilibrium
even in the absence of a temperature gradient, since the mechanism of phonons relaxation to
an equilibrium state is absent. The heat flow in this case exists indefinitely, and the thermal
conductivity is infinite Λ = inf , due to the absence of thermal resistance 𝑊 = 0 (Λ = 1/𝑊 ).
But, as the experiment shows, the thermal conductivity of dielectrics is a finite value. Even in
ideal crystals, the existence time of phonons is limited by the processes of phonon scattering,
which arise as a result of the interaction potential anharmonicity of a real dielectric.

Thus, phonon anharmonicity is a necessary condition for finite thermal conductivity [2, 20].
In the framework of three-phonon interaction [2, 15], it is customary to distinguish N -processes
and U -processes. N -processes during collisions do not change the value of the average quasi-
momentum and by themselves do not lead to the occurrence of thermal resistance𝑊𝑁 = 0. After
the U -process, there is a change in the direction of heat energy transfer, which ultimately leads to
the emergence of thermal resistance 𝑊𝑁 = 0 and repair of the phonons equilibrium distribution.
In contrast to atomic crystals for dielectrics, in addition to phonon−phonon scattering, there
are additional mechanisms of phonon scattering, in particular, boundary scattering of phonons,
etc. [4, 7, 8, 15, 16]. That is, for dielectrics it is possible to write Λ = 1/

∑︀
𝑊𝑖 [3, 4] and assume

that the contributions of different phonon scattering mechanisms to the total thermal resistance
W are additive [8, 21]. Considering that different mechanisms of phonon scattering are present
in dielectrics, the thermal resistance of the dielectric can be determined as:

𝑊 =
𝑛∑︁

𝑖=1

1

𝑊𝑖
(3)

where 𝑊 is the total thermal resistance, 𝑊𝑖 are components of the total thermal resistance
associated with different mechanisms of phonon scattering in dielectric materials [4, 21].

The formulas presented in works [22, 23, 24, 25, 26, 27] are used to calculate the values
of thermal resistance for dielectric building materials. Calculations are performed under the
assumption that the contributions of different phonon scattering mechanisms to the total
thermal resistance of dielectric building materials are additive [2, 8].

For full thermal resistance 𝑊𝑅 of thermally homogeneous and non-homogeneous opaque
enclosing structures:

𝑊𝑅 =
1

𝛼𝑖𝑛

𝑛∑︁
𝑖=1

𝛿𝑖
𝜆𝑖

1

𝛼𝑒𝑥𝑡
(4)

where 𝛼𝑖𝑛 is the heat exchange coefficient of the internal surface of the structure with the
internal air; 𝛼𝑒𝑥𝑡 is the heat exchange coefficient of the outer surface of the structure with
the outside air; 𝛿𝑖 is the thickness of the 𝑖−th material layer; 𝜆𝑖 is the coefficient of thermal
conductivity of the 𝑖−th material layer.
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For the thermal resistance 𝑊𝑖𝑛𝑐 of structures with defined values of the linear heat transfer
coefficient of thermal-conducting inclusions:

𝑊𝑖𝑛𝑐 =

𝐹𝑡𝑟 +
𝑛∑︀

𝑖=1
𝐹𝑖

𝐹𝑡𝑟
𝑊𝑡𝑟

+
𝑛∑︀

𝑖=1

𝐹𝑖
𝑊𝑖

+
𝑚∑︀
𝑗=1

𝜆𝑗𝐿𝑗

(5)

where 𝑊𝑡𝑟 is the reduced heat transfer resistance of the transparent area which is taken
depending on the characteristics of the double−glazed units (the distance between the layers of
glass, the type of gas filling and the degree of blackness of the glass surface), 𝐹𝑡𝑟 is the area of
the translucent part (𝑚2), 𝑊𝑖 and 𝐹𝑖 are thermal resistance and the area of the 𝑖−th opaque
element, 𝑛 is the number of opaque structural elements with certain values of 𝑊𝑖 and 𝐹𝑖, 𝑘𝑗
is the linear coefficient of thermal conductivity of the 𝑗−th inclusion, 𝐿𝑗 is the linear size of
the 𝑗−th opaque inclusion of the translucent structure, m is the number of opaque structural
inclusion for which 𝑘𝑗 must be determined.

In their article, Zahorodko et al. [28]. compare the performance of quantum-enhanced and
classical machine learning algorithms in an experiment [28].

3. Results and discussion

Starting with the design of the thermal resistance calculator, we will analyze the functionality
and interface of the most common programmes for this purpose. A search for relevant software
found such software products as Rockwool U-value Calculator, Kingspan U-value Calculator
and others. The Rockwool U-value Calculator is available on the website [29]. This software
tool provides an opportunity to calculate the thermal resistance of walls, roof and floor.

Advantages of the Rockwool U-value Calculator:

• variability of structural and thermal insulation materials;
• intuitive interface;
• multilingual interface.

Disadvantages:

• non-compliance with the State Building Regulations of Ukraine (Rockwool U-value Cal-
culator calculates thermal conductivity, but we need to calculate thermal resistance);

• uncontrollability (the owners of the resource can close access to this resource at any time,
and its use in the educational process will become impossible).

The next software tool is the Kingspan U-value Calculator [30]. After registering the user on
the website, he can choose the desired type of building and type of wall, determine the material
of the internal equipment of the wall, the material and thickness of the main material, the type
of mortar, the material of thermal insulation and its thickness, the thickness of the air layer, the
material and thickness of the external decoration. This calculator has the same disadvantages
as the previous one:
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• thermal conductivity is calculated, not thermal resistance;
• lack of control over the resource on which the Kingspan U-value Calculator is located;
• a set of thermal insulation materials from Kingspan.

The analysis results show that it is impractical to use the mentioned thermal resistance
calculators, since the method of their calculations does not correspond to the State Building
Regulations [27]. That is, a significant drawback of these calculators is the use of another
method of calculation.

A feature of thermal resistance calculations performed by civil engineers in Ukraine is that
the calculation method and main coefficients are described in the State Building Regulations
[27]. In these calculations, thermal resistance is calculated as the body’s ability to prevent the
spread of heat.

A feature of thermal resistance calculations performed by civil engineers in Ukraine is that
the calculation method and main coefficients are described in the State Building Regulations
[27]. In these calculations, thermal resistance is calculated as the body’s ability to prevent the
spread of heat, that is, as a process that is the inverse of thermal conductivity. Having analyzed
the main calculations performed during the design of the thermal insulation coating of buildings
and structures, it is possible to distinguish 4 main types of enclosing structures, and, accordingly,
4 main types of calculations [27]:

• calculation of the thermal resistance of the wall;
• calculation of the thermal resistance of the window;
• calculation of the thermal resistance of the attic floor;
• calculation of the thermal resistance of the roof overlap.

These calculations do not have fundamental differences, but use different limit values of
thermal resistance coefficients and different structural and thermal insulation materials. Accord-
ingly, the developed thermal resistance calculator must have appropriate functional modules.
In addition, it is necessary to allocate an additional block of initialization of tabular data, which
initializes the critical values of thermal resistances for various types of enclosing structures
depending on the climatic zones of Ukraine. Let’s consider these functional modules in more
detail.

The initial data initialization module activates those critical values of thermal resistance that
are characteristic of the relevant climatic zone of Ukraine. There are two such zones in Ukraine.
In order to simplify this process, the user is given the opportunity to select the area in which
the designed building will be constructed, and depending on the area, the program determines
the climatic zone, and only after that activates the required values of thermal resistance for
this zone. The specified thermal resistance values are output to the appropriate controls on the
form. In the same module, basic classes are initialized and basic class instances are created.

The module for calculating the wall thermal resistance accepts the following input data (se-
lected by the user using drop-down lists): material and thickness of the main wall, material,
and thickness of thermal insulation, material, and thickness of internal plaster, material, and
thickness of external cladding. In the handbooks, the coefficients of thermal conductivity of
most building materials are given, but in this module, you can choose only those materials
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that are used for the construction and thermal insulation of the wall. For example, there is no
roofing material in the list of materials for walls (it is not used for waterproofing walls).

The module for calculating the window thermal resistance uses different input data, according
to the materials used to make the windows. The tabular value of the thermal resistance of the
window is different from that of the wall.

The module for calculating the attic floor thermal resistance simulates the corresponding
calculations performed by the civil engineer. The user uses the drop-down lists to select the
material of the main floor, the material of thermal insulation, and the material of the interior of
the building, and with the help of sliders (TrackBar) sets the thickness of the corresponding
structural elements. The programme calculates the thermal resistance and displays its value in
the text field. Depending on whether the calculated value of thermal resistance corresponds to
the permissible value for the given climatic zone, the text field is painted in green or red.

The module for calculating the roof overlap thermal resistance differs from the previous one
only in a different set of materials (main support, thermal insulation, etc.), as well as in other
values of heat exchange coefficients with the environment and the internal environment.

In the process of developing the thermal resistance calculator, an object-oriented approach
was applied, according to which all information about a certain phenomenon of reality is
concentrated in the object.

The class diagram of the “ThermoResist” programme is shown in figure 1.

Figure 1: Class diagram of the “ThermoResist” thermal resistance calculator programme.

The programming language C♯ was chosen for the implementation of the programme. The
creation and compilation of the software code was carried out in the Microsoft Visual Studio
2022 programme development environment. System requirements of the programme:
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Figure 2: “ThermoResist” thermal resistance calculator interface.

Figure 3: Calculation of the thermal resistance of the wall using the “ThermoResist” programme.

• monitor resolution 800x600;
• Microsoft Windows 10/11 operating system;
• .NET Framework 4.0 and higher.

The output of calculation results is accompanied by the coloring of the text field in green.
This means that the thermal resistance of the wall has an acceptable value.

4. Conclusions

Digitization of society involves digitalization of all aspects of social life. The developed “Ther-
moResist” thermal resistance calculator for dielectric building structures has an intuitive in-
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terface, a methodology, and a sequence of calculations that comply with the State Building
Regulations in Ukraine. Thanks to this, basic computer user skills are enough to use this
calculator, so it can be used by both students and civil engineers. Unlike many software prod-
ucts, it calculates thermal resistance according to the methodology given in the State Building
Regulations and enables to calculation of the thermal resistance of the following categories of
structures: walls, windows, attic floor, and roof according to indicators, specified in the State
Building Regulations. The presented results will be useful for implementation in the educational
process.
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Abstract
The article examines the process of designing and developing a virtual (remote) physics laboratory. The
authors have identified the requirements of the laboratory for studying the diffraction effect (visibility,
accessibility, flexibility and visualization). The ability to set additional working parameters such as
measurement error, material types and performance conditions. No additional software is required to
carry out laboratory work, only an Internet connection and a browser.). The research analyzes the
available digital tools for developing 3D models and ultimately selects the 3D library Theree.js. The
researchers then proceed to create a suitable model for representing laboratory objects and processing
experimental data. The virtual laboratory enables students to measure the line widths of the diffraction
pattern when using monochromatic light (red, blue, green). It also enables the solution of the inverse
problem, allowing determination and verification of the wavelength. Additionally, students may calculate
measurement errors through the virtual laboratory.

Keywords
remote physical experiments, JavaScript, Three.js, remote lab

1. Introduction

Experiments and laboratory work are an essential part of modern physics education in secondary
schools, colleges and universities. They facilitate learners’ understanding of physical principles.
Laboratory assignments aid students in gaining a better understanding of theoretical concepts by
enabling them to observe the operation of physics principles in the natural world. Additionally,
practical laboratory sessions allow teachers to assess students‘ knowledge and understanding.
Lab exercises also facilitate student acquisition of skills in data manipulation, processing, and
analysis. These skills are valuable not only for the study of physics but also for a wide range
of other fields in science and technology. Laboratory experiments promote critical thinking
and problem-solving and have the potential to stimulate an interest in science. Furthermore,
practical skills are refined through lab work, such as operating scientific apparatus and practical
abilities with potential applications in the real world [1].
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Currently, remote training is a common practice. Therefore, relevant software has been
developed by many vendors and educators [2]. Although virtual laboratory work cannot always
substitute traditional laboratory work. It has proven to be essential in certain circumstances
[3, 4, 5]. The versatility offered by virtual labs allows students to work from any location, at
any time [6]. Moreover, it eliminates the potential risks associated with handling dangerous
or costly equipment, which could pose a threat to the safety and well-being of students. This
facilitates the verification of results and the utilisation of modern technology. It is feasible to
replicate experiments and substantiate findings within virtual laboratories. Researchers can
experiment with concepts that are impractical or unfeasible within a conventional laboratory
setting, such as exploring nuclear fission or the Big Bang theory.

The absence of practical experience and restricted engagement of students are drawbacks of
virtual laboratories. Some concepts may have limited comprehension due to a lack of interaction
with physical equipment. Furthermore, students may not adequately develop skills working
with equipment. Therefore, it is advisable to incorporate a combined approach, combining
both practical and virtual modelling. Virtual models aid students’ readiness for laboratory
experiments by facilitating comprehension and application of the material.

2. The model of a physical remote laboratory

To set up a remote physics laboratory, an educator can make use of readily available software
or create their own. There are some free virtual laboratories such as [7, 8, 9, 10, 11, 12]

• PhET Interactive Simulations from the University of Colorado;
• Physics at School – HTML5-virtual environment ;
• Labster platform;
• CK-12 Interactive Physics for High School;
• Gizmos from Explore Learning.

All of them were created using HTML5, JavaScript, or Java technologies. Significant disad-
vantages that prevent the use of existing laboratories are the lack of monitoring of students’
laboratory work, the inability to conduct measurements without displaying the finished results
(in fact, simulations of physical processes are performed), and the perfection of the results,
which does not allow for the assessment of measurement errors.

We decided to develop our service for running virtual physics labs. This study aims to
systematise the design and development process of creating a remote physics laboratory for
diffraction investigation.

Based on the analysis of studies by Holly et al. [13], Manabe et al. [14], Shepiliev et al. [15], Kiv
et al. [16], Kanivets et al. [17] we have identified the following requirements for the service

• Visibility. The physical process should be fully visualised with the possibility of interactive
control.

• Accessibility. No additional software is required to carry out laboratory work, only an
Internet connection and a browser.

• Flexibility. The ability to set additional working parameters such as measurement error,
material types and performance conditions.
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• Visualisation. The appearance of virtual equipment should be similar to that of real
laboratory equipment.

2.1. The frameworks, engines and libraries to developing physical remote
laboratory

To establish remote laboratories, it is essential to carefully choose adequate development tools,
which can include frameworks, engines, and 3D libraries. When considering the comparison of
3D graphics libraries, it is crucial to establish unambiguous standards to evaluate their aptitude
and efficacy. The following are essential criteria to consider when evaluating 3D graphics
libraries:

1. Performance and rendering quality. This criteria assesses the frame rate and rendering
speed of intricate scenes, and the quality of graphics rendered, comprising lighting,
shadows, and textures.

2. Ease of use and learning curve. The criteria are an assessment of the accessibility of
tutorials, documentation, community support and ease of use of the library. It also
includes the intuitiveness of the API and overall developer-friendliness.

3. Flexibility and customization. The assessment of this criterion involves determining the
levels of ability to customize the rendering pipeline, effects and support for various 3D
models, file formats, and asset management.

4. Extensibility and modularity for integrating with other technologies.
5. Feature set and capabilities are evaluated through the availability of essential 3D features

and support for physics simulation, collisions, and particle systems. It also includes
VR/AR support, if needed for the project.

6. Community and ecosystem. This criteria assesses the size, activity of the developer
community, availability of third-party plugins, extensions, or add-ons, and frequency of
updates and ongoing development.

7. Cross-platform compatibility provides for the definition the levels of support for various
web browsers or platforms (desktop, mobile, VR devices), and the performance consistency
across different devices and browsers.

8. Integration and interoperability. The criteria are an assessment of the compatibility with
other popular frameworks, libraries, or technologies and ease of integration with existing
workflows, tools, IDEs.

9. Real-time collaboration and deployment are evaluated through support for real-time collab-
oration among team members and smooth deployment and hosting options for web-based
3D applications.

10. Project size and loading speed. The criterion defines the impact of the library on the overall
project size. It also includes booting time and efficiency in loading assets and scenes.

11. License and open-source nature is important in terms of material costs for project develop-
ment. It involves assessing licensing terms (open-source, commercial, etc.), associated
costs, and availability of a free or trial version for evaluation.

12. Use cases and education adoption This criteria assesses the relevance of the library to
physics education tasks and examples of successful projects or applications built using
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the library. The criterion is interdisciplinary. To assess it, there is a demand for training
STEM education specialists who are competent in physics and able to develop and deploy
virtual and augmented reality software [18].

There are some well-known libraries and frameworks that can be used to create 3D graphics
and animations. These include Three.js, Babylon.js, A-Frame and Cannon.js. Based on the
literature reviews by [19, 14, 20] and discussions with practising developers we have conducted
a comparative analysis of these 3D graphics libraries. A 5-point scale was used to evaluate
the criteria (5 points – maximum compliance of the framework with the criterion, 1 point –
minimum compliance of the framework with the criterion). The results of analysis are given in
table 1.

Table 1
Compare the capabilities of some libraries and frameworks that can be used to create 3D graphics and
animation.

Criteria Framework
Three.js Babylon.js A-Frame Cannon.js

performance and rendering quality 4 5 3 2
ease of use and learning curve 4 4 5 4
flexibility and customization 5 4 3 2
feature set and capabilities 5 5 3 2
community and ecosystem 5 5 4 3
cross-platform compatibility 5 4 4 4
integration and interoperability 4 3 3 4
real-time collaboration and deployment 4 4 3 1
project size and loading speed 4 3 4 4
license and open-source nature 5 5 5 5
use cases and education adoption 4 3 5 3

So, we chose the Three.js library to develop a virtual physical laboratory to investigate the
diffraction effect.

The process of designing our virtual laboratory to investigate diffraction predicted took place
during such stages.

1. Formulation of the physical problem.
2. Selecting development tools and obtaining the required libraries.
3. The creation and design of a laboratory model.
4. Implementation and testing.

The diffraction grating’s constant, 𝑑, the distance from the grating to the screen, 𝐿, and the
diffraction order, 𝑚, are provided. Students are to measure the distance from the centre to the
maximum 𝑙. From these two distances, they have to determine the angle 𝛽. Since the 𝛽 angle is
small, 𝑡𝑔(𝛽) ≈ 𝑠𝑖𝑛(𝛽) ≈ 𝛽 (figure 1.) We assume that a plane light wave is normally incident
on the grating.

There are several steps in the process of conducting an experiment, whether in reality or
virtually.
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Figure 1: The physics problem of diffraction.

1. The diffraction spectrum on the screen should be captured accurately. Finally, the spec-
trum should be analysed.

2. Position the diffraction grating at a specific distance, 𝐿, from the screen.
3. Calculate the distance 𝑙, which represents the distance between the center of the line in

the given order’s spectrum and the zero spectrum, as illustrated in figure 1.
4. Employ formula (1) to calculate the wavelength 𝜆.

𝜆 =
𝑑 · 𝑙
𝑛 · 𝐿

(1)

where 𝑑 is the distance between the adjacent slits (grating period), 𝑛 is the diffraction
order (an integer).

5. Alter the distance between the screen and the grating repeat step 3.

2.2. Discussing the design and development of a remote laboratory

As mentioned above, we chose the Three.js library. Additionally, we employed Bootstrap, an
open-source CSS framework designed for front-end web development. Therefore we have
obtained the necessary libraries, such as three.js-master and bootstrap-dist and uploaded them
to the web-server folder. The virtual laboratory model is shown in figure 2.

To actually be able to display diffraction with three.js, we need to create scene, camera and
renderer. All objects in our virtual lab are placed in a <div> container on the canvas. The
left menu contains the parameters of the laboratory objects such as switching on the lamp,
activating light filters, moving the dynamic screen, changing the camera position, diffraction
grating step, moving the pointer position (see figure 3).

There are a few different cameras in three.js. We used a PerspectiveCamera. It is designed to
mimic the way the human eye sees [21]. Based on this mode, 3 camera instances have been
created. They allow the student to see the phenomenon in three modes

1. General view. It shows a view of the equipment for studying diffraction in three-dimensional
space.
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Figure 2: The model of virtual laboratory to investigate diffraction

2. Observation mode. It shows the diffraction pattern. This mode allows you to set the
pointer.

3. Distance measurement mode. It provides rulers for measuring distance 𝑙 from the formula
1.

The code 1 was used for the creation of a camera.

Listing 1: Camera creation example

camera=new THREE . P e r s p e c t i v e C a m e r a ( 4 5 , webgl_width / webg l_he ight ,
1 , 1 0 0 0 0 ) ;

camera . p o s i t i o n . s e t ( cameraPos1 . px , cameraPos1 . py , cameraPos1 . pz ) ;
camera . r o t a t i o n . s e t ( cameraPos1 . rx , cameraPos1 . ry , cameraPos1 . r z ) ;
camera . name = " Camera1 " ;
s cene . add ( camera ) ;

To create the lighting, we used 3D objects such as PointLight and AmbientLight. The first
one is emitted from a single point in all directions. The second globally illuminates all objects
in the scene equally [21]. PointLight is used for the lamp, and AmbientLight is the background
lighting for the entire scene.

Then an instance of the WebGLRenderer class was created with parameters such as
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Figure 3: The menu of virtual laboratory to investigate diffraction.

• alpha controls the default opacity value. Its value was set to zero;
• antialias is used to reset the internal WebGL state;
• domElement is a canvas where the renderer draws its output;
• setSize sets dimension of the scene;

The figure 3 displays the menu for the virtual laboratory designed for investigating diffraction.
In order to enable camera movement around a grating, an instance of the OrbitControls

class was instantiated. The properties of this instance determine the maximum and minimum
distance of the dynamic screen and the angle‘s limit of vertical rotation (see code 2).

Listing 2: An instance of the OrbitControls class creation example

c o n t r o l s = new O r b i t C o n t r o l s ( camera , r e n d e r e r . domElement ) ;
c o n t r o l s . minDis tance = 2 ;
c o n t r o l s . maxDistance = 2 5 ;
c o n t r o l s . maxPolarAngle = Math . P I / 2 ;
c o n t r o l s . t a r g e t . s e t ( 0 , 4 , 0 ) ;

The scene objects were created by using geometric shapes and importing 3D models. BoxGeom-
etry was used to create the main objects in the scene. These include the table, ruler, dynamic
screen, stand and diffraction grating. It is a geometry class for a rectangular box with a given
width, height and depth. The view of these objects from camera 1 is shown in figure 4.
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Figure 4: The view of the virtual laboratory from camera #1.

The materials from which these objects are made were created using the Mesh class. It
represents triangular polygon mesh-based objects [21]. The instances of the MeshStandardMa-
terial class and its extensions MeshPhysicalMaterial and MeshPhongMaterial were used for
creating some materials such as metal (black and silver), glass, plastic and table. For example, a
diffraction grating in three dimensions was created using the code in listing 3.

Listing 3: The code for creating diffraction grating

var G r a t i n g G l a s s B o x = new THREE . Mesh ( new THREE . PlaneGeometry ( 0 . 7 ,
0 . 6 ) , m a t e r i a l G l a s s ) ;

G r a t i n g G l a s s B o x . name = ’ Gra t ingGlas sBox ’ ;
var G r a t i n g L f t B o x = new THREE . Mesh ( geomet ryGra t ingL f tRghtBox ,

m a t e r i a l G r a t i n g P l a s t i c ) ;
var Gra t ingRghtBox = new THREE . Mesh ( geomet ryGra t ingL f tRghtBox ,

m a t e r i a l G r a t i n g P l a s t i c ) ;
var Grat ingUpBox = new THREE . Mesh ( geometryGratingUpDwnBox ,

m a t e r i a l G r a t i n g P l a s t i c ) ;
var GratingDwnBox = new THREE . Mesh ( geometryGratingUpDwnBox ,

m a t e r i a l G r a t i n g P l a s t i c ) ;

Other laboratory items were produced similarly, including a colour filter, mobile pointer, and
dynamic screen ruler. They allow students to change the diffraction effect and measure the
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distance between the centre of the spectral line of a given order and the spectral line at zero
order. To utilize the dynamic screen ruler, employ camera view #3 figure 5.

Figure 5: The view of the virtual laboratory from camera #3.

We used three groups to create complex objects such as a lamp and a tripod. They combined
graphic primitives and imported images. The code for forming the lamp can be found in the
listing 4.

Listing 4: The code for forming the lamp

{ LampBase . p o s i t i o n . s e t ( 0 , 0 , 0 ) ;
L a m p V e r t i c a l C y l i n d e r 1 . p o s i t i o n . s e t ( 0 , 1 . 8 , 0 ) ;
L a m p H o r i z o n t a l C y l i n d e r 1 . p o s i t i o n . s e t ( 0 , 3 . 5 8 , 0 ) ;
L a m p H o r i z o n t a l C y l i n d e r 1 . r o t a t i o n . x = 1 . 6 ;
L a m p H o r i z o n t a l C y l i n d e r 1 . r o t a t i o n . x = 1 . 6 ;
L a m p H o r i z o n t a l C o l o r C y l i n d e r . p o s i t i o n . s e t ( 0 , 3 . 5 7 2 , 0 . 2 7 5 ) ;
L a m p H o r i z o n t a l C o l o r C y l i n d e r . r o t a t i o n . x = 1 . 6 ;
GroupLamp . add ( LampBase ) ;
GroupLamp . add ( L a m p V e r t i c a l C y l i n d e r 1 ) ;
GroupLamp . add ( L a m p H o r i z o n t a l C y l i n d e r 1 ) ;
GroupLamp . add ( L a m p H o r i z o n t a l C o l o r C y l i n d e r ) ;
GroupLamp . p o s i t i o n . s e t ( 0 , 1 . 1 5 , − 7 ) ;
}
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The colour filter was created as a Mesh object with the values THREE.BoxGeometry and
THREE.MeshStandardMaterial (see listing 5).

Listing 5: The code for forming blue filter

var F i l t e r G l a s s = new THREE . Mesh (
new THREE . BoxGeometry ( 1 , 1 , 0 . 0 1 ) ,
new THREE . M e s h S t a n d a r d M a t e r i a l ( { c o l o r : 0 x 0 0 0 0 f f ,

e m i s s i v e : 0 x 0 0 0 0 f f ,
t r a n s p a r e n t : t rue ,
o p a c i t y : 0 . 9 } )

The calcPosSpectr() method computes the distance between the centre of the spectral line
of a given order and the spectral line at zero order for the three colours (red, green, and blue)
utilizing the formula (1). For example, the calculation for the first green line from the left is as
follows (see listing 6)

Listing 6: The fragment of method for calculation the distance between the spectral lines

f u n c t i o n c a l c P o s S p e c t r ( )
{

var e lemLine = GroupDinamLine . getObjectByName
( ’ DinamLineLeftBox ’ ) ;

var w i d t h _ d i n a m _ l i n e = ( getWidth ( e lemLine ) / 1 5 0 ) ;
var PR = ( ( currentPosDinamBox / 1 0 0 0 ) /

c u r r e n t G r a t t i n g S i z e ) ∗ 1 0 0 0 ;
var g l 1 = s p e c t r . rw ∗ 1 ∗ PR ;

}

The first two lines of the calcPosSpectr() method convert matrix distances into screen co-
ordinates. The constant 150 is the length of the ruler on the dynamic screen. In code (5), the
variable PR is equal to 𝐿

𝑑 , spectr.gw is the width of the first green line.
Students are expected to perform their own calculations, including using cloud-based plat-

forms such as CoCalc, Maxima, etc [22, 23, 24].
As a result, the diffraction effect can be observed in camera #2 (see figure 6). It also allows the

student to measure the position and width of the spectral lines. In addition, boundary conditions
are imposed on the positions of the ruler and pointer to ensure that they do not exceed the
permitted limits. The displacement of the ruler is exactly 1mm. This was achieved by editing
the texture of the ruler itself.

In the virtual lab, we made sure that the measurement result was not artificially tied to a
particular value of physical quantities. This is why the diffraction pattern of the slit on the
screen is slightly blurred. This makes it possible to obtain different values of distance during
visual observation and to calculate the measurement error accordingly.

The real diffraction spectrum can be seen in figure 7. As you can see, the image is rather
unclear and it is difficult to determine the position of the spectrum by looking through the
diffraction grating. For this purpose, a pointer is provided in the virtual work and it is possible
to switch to the view of camera #3 to measure distances more accurately.
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Figure 6: The view of the virtual laboratory from camera #2.

Figure 7: Real diffraction pattern.
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We compare the results of the virtual and real experiments. When students used a blue
light filter during virtual laboratory work, the following data were obtained: light wavelength
𝜆 = 485± 12 nm with a relative measurement error of 2.3 %. During work on real equipment,
the light wavelength was 𝜆 = 472± 25 nm with a relative measurement error of 5.3 %. As we
can see, the results within the margin of error coincide and correspond to the wavelength of
blue light.

3. Conclusions

Developing virtual physics labs is a real problem. Modern digital tools such as frameworks and
programming language libraries make this possible. Based on comparative analysis was selected
one of these tools is Three.js. It is a JavaScript 3D library. In this research, the design and
development of a virtual physics laboratory for studying the effects of diffraction using Three.js
was carried out. The lab development process took place in several stages, such as creating
scene, adding camera, creating main instances of classes (WebGLRenderer, OrbitControls),
creating scene objects, and defining methods for calculating distances between spectral lines.
The developed lab can be useful for blended learning in physics at colleges and universities.
It can also be combined with real installations for the study of optics. The disadvantage of
this virtual laboratory is the requirement of the Three.js library for modern hardware of the
student’s or teacher’s device. This can be a limitation when working with older computers.

Three laboratory virtual works out of five, which are provided by the curriculum of the
"Physics" course covering different sections (mechanics, molecular physics and thermodynam-
ics), were developed using this method. In the future, it is planned to complete the development
of the remaining works and combine them into a single integrated environment. This will allow
students, in addition to performing work, to collect and process experimental data and prepare
reports. We see prospects for further research, such as development of a version of this labora-
tory to provide student collaboration and its integration with modern learning management
systems.
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