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Abstract. This is an introductory text to a collection of selected papers from the
M3E2 2020 Summer: The Special Edition of International Conference on
Monitoring, Modeling & Management of Emergent Economy, which was held in
Odessa, Ukraine, on the July 13-18, 2020. It consists of short introduction and
some observations about the event and its future.

Keywords: machine learning, prediction of emergent economy dynamics,
COVID-19.

1 M3E2 2020 Summer at a glance

Monitoring, Modeling & Management of Emergent Economy (M3E2) is a peer-
reviewed international conference focusing on research advances and applications of
nonlinear dynamics methods, econophysics and complex systems methodology of
emergent economy.

The M3E2 Conference occupies contributions in all aspects of Computational
Finance, Economics, Risk Management, Statistical Finance, Trading and Market
Microstructure, (Deep) Machine Learning technologies and tools, paradigms and
models, relevant to modern financial engineering and technological decisions in the

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).
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modern age. There is urgent general need for principled changes in postclassic economy
elicited by current models, tools, services, networks and IT communication.
M3E2 topics of interest since 2019 [15]:

— Complex cyberphysical systems, synergy, econophysics, economy of agents.

— Mathematical methods, models, informational systems and technologies in
economics.

— Monitoring, modeling, forecasting and preemption of crisis in socio-economic
systems.

— Models of global transformations.

— Experimental economics.

— The dynamics of emergent markets in post crisis period.

— Management of the state’s economic safety and economic safety of economic agents.

— Modeling of hospitality sphere development.

— Prioritized ways of formation of the innovation model of Ukrainian economical
development.

— The Global Challenges for Economic Theory and Practice in CEE Countries.

— (Deep) Machine Learning for prediction of emergent economy dynamics.

— Risk Management models in emergent economy.

This volume contains the selected papers presented at M3E2 2020 Summer: The
Special Edition of International Conference on Monitoring, Modeling & Management
of Emergent Economy held on July 13-18, 2020 in Odessa, Ukraine (fig. 1, 2, 3).

Fig. 1. Joint photo of conference participants: the national quarantine is ended?

There were 45 submissions selected. Each submission was reviewed by at least 2, and
on the average 2.3, program committee members. The committee decided to accept
23 papers.



Fig. 2. Dr. Hanna Danylchuk and Prof. Vladimir Soloviev: the social distancing during talk on
modelling of cryptocurrency market using fractal and entropy analysis in COVID-19 [3].

2 Proceedings overview

The article “Recurrence plot-based analysis of financial-economic crashes” [22] of
Vladimir Soloviev, Oleksandr Serdiuk, Serhiy Semerikov and Arnold Kiv (fig. 3)
considers the possibility of analyzing the dynamics of changes in the characteristics of
time series obtained on the basis of recurrent plots. The possibility of using the studied
indicators to determine the presence of critical phenomena in economic systems is
considered. Based on the analysis of economic time series of different nature, the
suitability of the studied characteristics for the identification of critical phenomena is
assessed. The description of recurrent diagrams and characteristics of time series that
can be obtained on their basis is given. An analysis of seven characteristics of time
series, including the coefficient of self-similarity, the coefficient of predictability,
entropy, laminarity, is carried out. For the entropy characteristic, several options for its
calculation are considered, each of which allows the one to get its own information
about the state of the economic system. The possibility of using the studied
characteristics as precursors of critical phenomena in economic systems is analyzed.
Authors demonstrated that the entropy analysis of financial time series in phase space
reveals the characteristic recurrent properties of complex systems. The recurrence
entropy methodology has several advantages compared to the traditional recurrence
entropy defined in the literature, namely, the correct evaluation of the chaoticity level
of the signal, the weak dependence on parameters. The characteristics were studied on
the basis of daily values of the Dow Jones index for the period from 1990 to 2019 and
daily values of oil prices for the period from 1987 to 2019. The behavior of recurrent
entropy during critical phenomena in the stock markets of the USA, Germany and
France was studied separately. As a result of the study, it was determined that delay
time measure, determinism and laminarity can be used as indicators of critical
phenomena. It turned out that recurrent entropy, unlike other entropy indicators of



complexity, is an indicator and an early harbinger of crisis phenomena. The ways of
further research are outlined.

Fig. 3. Prof. Vladimir Soloviev and Prof. Arnold Kiv: the social distancing during talk on
recurrence plot-based analysis of financial-economic crashes [22].

The article “Casual analysis of financial and operational risks of oil and gas companies
in condition of emergent economy” [14] of Inesa Khvostina, Serhiy Semerikov, Oleh
Yatsiuk, Nadiia Daliak, Olha Romanko and Ekaterina Shmeltser is devoted to control
the risk that accompanies businesses in their day-to-day operations, and at the same
time changing economic conditions make risk management an almost indispensable
element of economic life. Selection of the main aspects of the selected phases of the
risk management process: risk identification and risk assessment are related to their
direct relationship with the subject matter (risk identification to be managed; risk
analysis leading to the establishment of a risk hierarchy, and, consequently, the
definition of risk control’ methods) and its purpose (bringing the risk to acceptable
level). It is impossible to identify the basic patterns of development of the oil and gas
industry without exploring the relationship between economic processes and enterprise
risks. The latter are subject to simulation, and based on models it is possible to
determine with certain probability whether there have been qualitative and quantitative
changes in the processes, in their mutual influence on each other, etc. The work is
devoted to exploring the possibilities of applying the Granger test to examine the causal
relationship between the risks and obligations of oil and gas companies. The analysis
is based on statistical tests and the use of linear regression models.

The article “Complex networks theory and precursors of financial crashes” [23] of
Vladimir Soloviev, Victoria Solovieva, Anna Tuliakova, Alexey Hostryk and Lukas
Pichl presents a systematic analysis of the dynamics of the largest stock markets in the
world and cryptocurrency market. According to the algorithms of the visibility graph
and recurrence plot, the daily values of stock and crypto indices are converted into a
networks and multiplex networks, the spectral and topological properties of which are
sensitive to the critical and crisis phenomena of the studied complex systems. This work
is the first to investigate the network properties of the crypto index CCI30 and the



multiplex network of key cryptocurrencies. It is shown that some of the spectral and
topological characteristics can serve as measures of the complexity of the stock and
crypto market, and their specific behaviour in the pre-crisis period is used as indicators-
precursors of critical phenomena.

Prof. Lukas Pichl was the Professor of Information Science at Department of Natural
Sciences, International Christian University, Mitaka, Tokyo, Japan. Lukas Pichl, born
in 1974, received his PhD from the Graduate University of Advanced Studies in 2000.
Since 2001 he taught computer science in the University of Aizu, before joining the
International Christian University in 2005. His field of specialization is time series
analysis and machine learning algorithms for the analysis of economic data including
cryptocurrencies. Prof. Pichl has published a number of papers in international journals;
he is a member of ACM and IEEE Computer Society, and currently serves as an
associate editor of the Journal of Economic Interaction and Coordination (Springer).
Prof. Lukas Pichl passed away on April 10, 2020 at the age of 46.

Fig. 4. Prof. Vladimir Soloviev: in the memory of Prof. Luka$ Pichl.

The article “Modeling the optimal management of the distribution of profits of an oil
and gas company taking into account risks” [13] of Inesa Khvostina, Viktor Oliinyk,
Valerii Yatsenko, Liliia Mykhailyshyn and Uliana Berezhnytska discusses the optimal
management of the distribution of the net income of an oil and gas company, taking
into account risks. The utility function for the investigated enterprise acts as an
optimality criterion. The control parameter is the distribution of the shares of net
income for its optimal distribution in the selected areas. As a numerical implementation
of the proposed algorithm, the activity of a catch oil and gas enterprise in the period
2018-2022 is considered. The optimal distribution of the received net income is given
taking into account the discount rate and deductions to the State budget of Ukraine. The



proposed algorithm can be used for optimal management of the company’s financial
activities.

In the article “Scenario forecasting information transparency of subjects' under
uncertainty and development of the knowledge economy” [17] of Hanna Kucherova,
Anastasiia Didenko, Olena Kravets, Yuliia Honcharenko and Aleksandr Uchitel the
topicality of modeling information transparency is determined by the influence it has
on the effectiveness of management decisions made by an economic entity in the
context of uncertainty and information asymmetry. It has been found that information
transparency is a poorly structured category which acts as a qualitative characteristic of
information and at certain levels forms an additional spectrum of properties of the
information that has been adequately perceived or processed. As a result of structuring
knowledge about the factor environment, a fuzzy cognitive model of information
transparency was constructed in the form of a weighted digraph. Structural analysis and
scenario forecasting of optimal alternatives of the fuzzy cognitive model made it
possible to evaluate the classes of factors, identify their limited relations, establish the
centrality of the roles of information transparency and information and communication
security in the system built and evaluate their importance when modeling the situation
self-development. Information visibility, reliability and availability have been found to
have the strongest impact on the system. Taking into account different initial weights
of the key factors — information transparency and information and communication
security — the study substantiates the strategic ways for economic entities to achieve
their goals in the context of uncertainty and information asymmetry, which allows us
to use this approach as a tool for strategic management in the information environment.

Methods:

Fig. 5. Prof. Hanna Kucherova and Prof. Sultan Ramazanov: the social distancing during talk

on scenario forecasting information transparency of subjects’ under uncertainty and
development of the knowledge economy [17].



The article “Use of simulation modeling for predicting optimization of repair works at
oil and gas production enterprises” [5] of Iryna Hobyr, Vitalina Babenko, Sofiia Kafka,
Yuliia Bui, Oksana Savko and Ekaterina Shmeltser is substantiated the expediency of
using the methods of the queuing theory for supporting various business processes at
enterprises. The task of mass service for the organization and management of repair
services of oil and gas producing enterprises has been set. It is stated that the objective
function of solving this task is the sum of costs for maintaining repair crews and the
reduction of losses from well downtime. It is proved that to solve the problem of
optimizing the process of repair work at the researched enterprises it is necessary to use
modeling as one of the effective tools of prediction, which do not require to bring the
researched models to a specific form and allows to predict systems in different states
and industries. A simulation model of the organization of repair works in wells is given.
Testing of simulation models is carried out on the example of the fields of the three
largest oil and gas producing enterprises in the Western region of Ukraine, it allowed
to establish the laws of distribution of failures of oilfield equipment on fields, the
process of which includes operations related to the creation, transformation and
implementation of random events, quantities and processes that cause random changes
in the state of the system. And also, to make calculations of the optimal between-repairs
periods, total costs of well servicing processes, losses from their downtimes and
optimum quantity of crews at various options of intensity of failures.

Cluster analysis of the efficiency of the recreational forest use of the region by
separate components of the recreational forest use potential is provided in the article
“Fuzzy cluster analysis of indicators for assessing the potential of recreational forest
use” [16] of Evstakhii Kryzhanivs’kyi, Liliana Horal, Iryna Perevozova, Vira Shyiko,
Nataliia Mykytiuk and Maria Berlous. The main stages of the cluster analysis of the
recreational forest use level based on the predetermined components were determined.
Among the agglomerative methods of cluster analysis, intended for grouping and
combining the objects of study, it is common to distinguish the three most common
types: the hierarchical method or the method of tree clustering; the K-means Clustering
Method and the two-step aggregation method. For the correct selection of clusters, a
comparative analysis of several methods was performed: arithmetic mean ranks,
hierarchical methods followed by dendrogram construction, K-means method, which
refers to reference methods, in which the number of groups is specified by the user. The
cluster analysis of forestries by twenty analytical grounds was not proved by analysis
of variance, so the re-clustering of certain objects was carried out according to the nine
most significant analytical features. As a result, the forestry was clustered into four
clusters. The conducted cluster analysis with the use of different methods allows us to
state that their combination helps to select reasonable groupings, clearly illustrate the
clustering procedure and rank the obtained forestry clusters.

The problem of determining the investment priorities of the national economy
development has been actuated in the article “Strategic priorities of innovation and
investment development of the Ukraine's economy industrial sector” [24] of Valentyna
Stadnyk, Pavlo Izhevskiy, Nila Khrushch, Sergii Lysenko, Galyna Sokoliuk and
Tetjana Tomalja. It has been argued that the formation of institutional preferences for
activation of industry investment processes should be carried out taking into account



the potential ability of each sectoral group enterprises to increase the added value. The
scientific and methodical approach for sub-sectors investment attractiveness
assessment has been formed on the example of the Ukrainian food industry. It has been
recommended to use for this substantiated set of relative performance indexes which
are duplicated in aggregate statistical state surveys based on the enterprise’s financial
statements. It has been formed the recommendations for the investment priorities of
food industry development in Ukraine which are based on the appropriate calculations
made by the TOPSIS and CRITIC methods. Methods of economic-statistical and
comparative analysis were used for structural and dynamic characteristics of the
Ukraine industrial enterprises activities. Given that innovation processes should also
cover small and medium-sized industrial enterprises, whose resource opportunities are
mostly limited, it is proposed to expand them within the framework of a strategic
partnership. Graphic modeling methods have been used to visualize the process of
building the business structures resource potential on the basis of their strategic
partnership. The influence of the motivational environment on the value of
organizational relations within the partnership has been formalized.

The article “Modelling of trade relations between EU countries by the method of
minimum spanning trees using different measures of similarity” [2] of Hanna
Danylchuk, Oksana Ivanylova, Liubov Kibalnyk, Oksana Kovtun, Tetiana Melnyk,
Oleksandr Serdiuk and Vladimir Zaselskiy is devoted to the study of changes in
relations between the countries of the European Union based on modeling and analysis
of the structure of trade relations between countries. The article analyzes the dynamics
of exports and imports of goods and services between the countries of the European
Union on the basis of data taken for the period from 2006 to 2019. The study is based
on one of the methods of cluster analysis, namely — the method of constructing minimal
spanning trees. For the analysis the method of visualization of links is defined and the
choice of the corresponding graphic representation is substantiated: the display of links
using the dendrograms which carry more information in comparison with display of the
minimum spanning trees in the form of a planar graph is chosen. Four different methods
were used to construct the minimum spanning trees on the basis of which the
visualization of links is performed: the Single link method, the averaged link method,
the complete links method, and the Ward method. Based on the analysis of the results
obtained using each of the methods, the best of them is selected, which is then used
throughout the study. As a result of the study, suggests were made about the criteria by
which clusters are formed within the European market. Such criteria are both the
geographical neighborhood, which means mostly similar climatic conditions, and the
common strategy of economic development of the country and the common strategy of
behavior in the world market. In addition, a number of countries have been identified
that are gradually moving to the use of their own economic strategies, as well as a
number of countries seeking to align strategies of behavior in the world market. The
influence of such factors as joining the integration union of new member states and
global financial crises on the structure of trade relations is substantiated. Changes in the
structure of relations between EU countries due to the influence of these factors are
simulated. The study is of an applied nature and can be used in the future as a
methodological basis for developing effective mechanisms for reformatting trade



relations between countries in the context of geoeconomic transformations and global
financial crises.

The article “Modeling the assessment of credit risk losses in banking” [18] of
Katerina Larionova, Tetyana Donchenko, Andriy Oliinyk, Hennadii Kapinos, Oleg
Savenko and Olexander Barmak develops a model of credit risk assessment within the
scope of the variability concept that can be used for verification of new methods for
borrowers’ credit capacity estimation, the acceptable level of credit risk forecasting and
its early prediction. It is aimed to be used during the automated banking systems
development. The proposed model of credit risk assessment has been tested on the basis
of the data from one of the Ukrainian banks. To determine the adequacy of this model
has been proved by the comparison analysis of the proposed model with the results
obtained by the National Bank of Ukraine methodology.

The article “The impact of COVID-induced shock on the risk-return correspondence
of agricultural ETFs” [11] of Andrii Kaminskyi, Maryna Nehrey and Nina Rizun
advocate the risk-return correspondence for different investment asset classes forms as
one of the pillars of modern portfolio management. This correspondence together with
interdependency analysis allows us to create portfolios that are adequate to given goals
and constraints. COVID-induced shock unexpectedly generated high uncertainty and
turmoil. The article is devoted to the investigation path through shock by agricultural
assets (presented by ETFs) in comparison with traditional assets. There were identified
three time periods: before the shock, explicitly shock, and post-shock. At the explicit
shock period was suggested estimation risk frameworks on the pair indicators: falling
depth and recovery ratio. Basic attention focuses on comparison risk-return estimations
prior to shock and post-shock. To this end was considered four approaches to risk
measurement and were applied to the sample of agricultural ETFs. The results indicated
differences in risk changing by the path from before shock to post-shock. Differences
arise from choosing the approach of risk measuring. The variability approach reveals
much growth of risk of traditional assets, but the Value-at-Risk approach indicates
higher risk growth for agricultural ETFs. Combine together with relatively low
correlation these estimations provide a clear vision of risk-return frameworks.

The article “Comparative analysis of the attractiveness of investment instruments
based on the analysis of market dynamics” [19] of Nataliia Maksyshko, Oksana
Vasylieva, Igor Kozin and Vitalii Perepelitsa continues the authors’ research on solving
the problem of choosing the most attractive investment instrument from a variety of
alternatives, based on a comparative analysis of the dynamics for the respective
markets. The nature of the dynamics affects the predictability level of the investor's
income and is determined by finding out which hypothesis corresponds to the
dynamics: the efficient market hypothesis, the fractal market hypothesis and the
coherent market hypothesis. The methodology of comparative analysis developed by
the authors is based on the use of statistical analysis methods combined with the
methods of complex fractal analysis. It makes it possible to reveal the presence of
deterministic chaos in the dynamics and to obtain estimates of the long-term memory
in time series. The calculated characteristics of the fuzzy set of the memory depth for
time series make it possible to draw conclusions about the financial instruments
preference for the investor. The methodology developed by the authors is applied to
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three markets. A comparative analysis of three instruments (gold, EUR/USD currency
pair and Bitcoin cryptocurrency) was carried out. The dynamics of prices and
profitability for financial instruments in the conditions before the onset of the COVID-
19 crisis and during it is considered.

Fig. 6. Prof. Nataliia Maksyshko and Prof. Sultan Ramazanov: the social distancing during talk
on comparative analysis of the attractiveness of investment instruments based on the analysis of
market dynamics [19].

The article “Assessment of bank’s financial security levels based on a comprehensive
index using information technology” [12] of Nila Khrushch, Pavlo Hryhoruk, Tetiana
Hovorushchenko, Sergii Lysenko, Liudmyla Prystupa and Liudmyla Vahanova
considers the issues of assessing the level of financial security of the bank. An analysis
of existing approaches to solving this problem. A scientific and methodological
approach based on the application of comprehensive assessment technology is
proposed. The computational algorithm is presented in the form of a four-stage
procedure, which contains the identification of the initial data set, their normalization,
calculation of the partial composite indexes, and a comprehensive index of financial
security. Results have interpretation. Determining the levels of financial security and
the limits of the relevant integrated indicator is based on the analysis of the
configuration of objects in the two-scale space of partial composite indexes, which is
based on the division of the set of initial indicators by content characteristics. The
results of the grouping generally coincided with the results of the banks ranking
according to the rating assessment of their stability, presented in official statistics. The
article presents the practical implementation of the proposed computational procedure.
To automate calculations and the possibility of scenario modeling, an electronic form
of a spreadsheet was created with the help of form controls. The obtained results
allowed us to identify the number of levels of financial security and their boundaries.
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Fig. 7. Prof. Pavlo Hryhoruk before the talk on assessment of bank’s financial security levels
based on a comprehensive index using information technology [12]

The article “The cryptocurrencies risk measure based on the Laplace distribution” [9]
of Petro Hrytsiuk and Tetiana Babych analyzed the daily returns of the most common
cryptocurrencies: Bitcoin, Ethereum, XRP, USDT, Bitcoin Cash, Litecoin. It is shown
that the asset returns are not normally distributed, but with good precision follow the
Cauchy distribution and Laplace distribution. The analytical expressions for risk
measure were obtained using the distribution function and the VaR technique.
However, the risk assessment of the return obtained on the basis of the Cauchy
distribution is twice as high as the risk assessment obtained on the basis of the Laplace
distribution. Therefore, the question arises: what distribution law to use to measurement
the cryptocurrency risk? The paper shows that the Laplace distribution is the most
adequate basis for measuring of cryptocurrencies risk.

The article “Model for assessing and implementing resource-efficient strategy of
industry” [21] of Nadiia Shmygol, Francesco Schiavone, Olena Trokhymets, Dariusz
Pawliszczy, Viktor Koval, Ruslan Zavgorodniy and Andrii Vorfolomeiev determined
that a number of scientists were involved in the development of a balanced system of
indicators of the development of the oil and gas sector. Though an urgent scientific
problem that needs further consideration is the development of a model of resource
efficiency diagnostics in the oil and gas sector of the economy of Ukraine, taking into
account the peculiarities of statistical monitoring. The scientific novelty of the paper is:
this study improved the model of diagnostics of resource efficiency in oil and gas sector
in the economy of Ukraine based on the additive-multiplicative compression of the
formed system, which, unlike the existing ones, takes into account their variation while
defining weighting coefficients which show the experts’ system of preferences. It is
reasonable to use the proposed model at the further economic assessment of the
consequences of realization of resource-efficient strategy at enterprises of the oil and
gas sector of the economy of Ukraine.
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In the article “Fuzzy modelling of Big Data of HR in the conditions of Industry 4.0”
[10] of Mykola Ivanov, Sergey Ivanov, Olexander Cherep, Nataliia Terentieva, Victoria
Maltiz, Iulia Kaliuzhna and Vitaliy Lyalyuk a systematic methodology for analyzing
and assessing the effectiveness of human resources based on fuzzy sets using big data
technologies is used. Authors analyzed the big data construction method for our chosen
approach using Industry 4.0. For the selected fuzzy sets, a set of sequence of procedures
in the sequence of the method for assessing the effectiveness of human resources have
been identified. Input and output membership functions for data mining have been
developed. This article discusses process of building rules of fuzzy logic that allowed
us to determine the degree of truth for each condition. The relevance achieved through
the development of a methodology that includes eight procedures required for a
comprehensive assessment of the economic efficiency of human resources. In this
article, an approach to assessing the normative or average values of the performance of
official duties by employees of an enterprise in many specialties, educational levels,
levels of management, as well as taking into account the description of many positions,
descriptions of compliance and interchangeability of positions, assessment of
additional characteristics of employees and a description of many additional tasks and
their characteristics is presented. The article presents a structural data-mining model
for personnel assessment. The results of modeling the assessment of human resources
is prqsented.

Fig. 8. Dr. Alexey Hostryk and Prof. Mykola Ivanov: the social distancing during talk on fuzzy
modelling of Big Data of HR in the conditions of Industry 4.0 [10].
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The article “Using non-metric multidimensional scaling for assessment of regions'
economy in the context of their sustainable development” [8] of Pavlo Hryhoruk,
Svitlana Grygoruk, Nila Khrushch and Tetiana Hovorushchenko is devoted to the
solving the problems of regions’ socio-economic development as strategic and most
important for any country. In particular, the implementation of a new, active role of the
region as a subject of sustainable development is important for the direct
implementation of current regional policy. An important component of such a policy is
the assessment of sustainable development of regions, which contributes to the timely
detection of internal and external threats, the development of necessary stabilizing
measures to prevent their negative impact, the formation of strategies aimed at
sustainable regional systems. The economic system is an important subsystem of the
region. The article proposes an approach to assessing the regions’ economic
development in the context of ensuring their sustainable development. Authors used the
methods of multidimensional nonmetric scaling to solve this problem. The study aims
to determine the structure of regions in the context of their sustainable development.
Based on non-metric data reflecting the economic development of Ukraine’s regions,
two-dimensional space of latent scales was built based on multidimensional measures
of proximity between them, and the positioning of regions in this space was carried out.
The results received a semantic interpretation, which was improved by using the
procedure of rotation of the scale space. The use of multidimensional non-metric
scaling confirms its usefulness for the study of economic development of regions in the
region and allows for their comparison and dynamics of their structure in the context
of sustainable development.

The article “Predicting the economic efficiency of the business model of an
industrial enterprise using machine learning methods” [6] of Liliana Horal, Inesa
Khvostina, Nadiia Reznik, Vira Shyiko, Natalia Yashcheritsyna, Svitlana Korol and
Vladimir Zaselskiy considers the problem of studying the impact of key determinants
on the industrial enterprise business model economic efficiency and aims to build an
optimal model for predicting the industrial enterprise business model effectiveness
using neural boundaries. A system of key determinants key factors has been developed.
Significant factors were later used to build neural networks that characterize the studied
resultant trait development vector. The procedure for constructing neural networks was
performed in the STATISTICA Neural Networks environment. As input parameters,
according to the previous analysis, 6 key factor indicators were selected. The initial
parameter is determined by economic efficiency. According to the results of the neural
network analysis, 100 neural networks were tested and the top 5 were saved. The
following types of neural network architectures, multilayer perceptron, generalized
regression network and linear network were used. Based on the results of the neural
network modeling, 5 multilayer perceptrons of neural network architectures were
proposed. According to descriptive statistics, the best model was a multilayer
perceptron, with the MLP 6-10-1 architecture, which identifies a model with 6 input
variables, one output variable and one hidden layer containing 10 hidden neurons.
According to the analysis of the sensitivity of the network to input variables, it was
determined that the network is the most sensitive to the variable the share of electricity
costs in total costs. According to the results of selected neural networks standard
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prediction, the hypothesis of the best neural network was confirmed as Absolute res.,
Squared res, Std. Res for the neural network MLP 6-10-1 reached the optimal value and
indicate that the selected model really has small residues, which indicates a fairly high
accuracy of the forecast when using it.

The article “Modelling of cryptocurrency market using fractal and entropy analysis
in COVID-19” [3] of Hanna Danylchuk, Liubov Kibalnyk, Oksana Kovtun, Arnold
Kiv, Oleg Pursky and Galina Berezhna present the results of simulation for
cryptocurrency market based on fractal and entropy analysis using six cryptocurrencies
in the first 20 of the capitalization rating. The application of the selected research
methods is based on an analysis of existing methodologies and tools of economic and
mathematical modeling of financial markets. It has been shown that individual methods
are not relevant because they do not provide an adequate assessment of the given
market, so an integrated approach is the most appropriate. Daily values of
cryptocurrency pairs from August 2016 to August 2020 selected by the monitoring and
modelling database. The application of fractal analysis led to the conclusion that the
time series of selected cryptocurrencies were persistent. And the use of the window
procedure for calculating the local Hurst coefficient allowed to detail and isolate the
persistant and antipersistant gaps. Interdisciplinary methods, namely Tsallis entropy
and wavelet entropy, are proposed to complement the results. The results of the research
show that Tsallis entropy reveals special (crisis) conditions in the cryptocurrency
market, despite the nature of the crises’ origin. Wavelet entropy is a warning indicator
of crisis phenomena. It provides additional information on a small scale.

In the article “Econophysics of sustainability indices” [1] of Andriy Bielinskyi,
Serhiy Semerikov, Oleksandr Serdiuk, Victoria Solovieva, Vladimir Soloviev and
Lukas Pichl the possibility of using some econophysical methods for quantitative
assessment of complexity measures: entropy (Shannon, Approximate and Permutation
entropies), fractal (Multifractal detrended fluctuation analysis — MF-DFA), and
quantum (Heisenberg uncertainty principle) is investigated. Comparing the capability
of both entropies, it is obtained that both measures are presented to be computationally
efficient, robust, and useful. Each of them detects patterns that are general for crisis
states. The similar results are for other measures. MF-DFA approach gives evidence
that Dow Jones Sustainability Index is multifractal, and the degree of it changes
significantly at different periods. Moreover, authors demonstrate that the quantum
apparatus of econophysics has reliable models for the identification of instability
periods. Authors conclude that these measures make it possible to establish that the
socially responsive exhibits characteristic patterns of complexity, and the proposed
measures of complexity allow us to build indicators-precursors of critical and crisis
phenomena.

The article “Asymptotic methods in optimization of multi-item inventory
management model” [7] of Lidiia Horoshkova, Ievgen Khlobystov, Volodymyr
Volkov, Olha Holovan, Svitlana Markova, Alexander Golub and Oleksandr Oliynyk
describes the asymptotic methods for optimizing multi-item inventory model. To
achieve the objective of the study, formulas of the optimal value of multi-item delivery
frequency based on the asymptotic approach under conditions of minor changes in the
input parameters have been obtained. The discrete increase in the execution costs and
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inventory holding costs which depend on the “small parameter” as well as a gradual
increase in periodic fluctuations in demand for products have been taken as variable
parameters of the system. Easy-to-use analytical formulas for determining optimal
order interval when ordering and inventory holding costs, as well as demand meet
insufficient changes have been obtained. Testing of the proposed approach to the multi-
item inventory model has been carried out on the example of HoReCa regional market
segment. The proposed formulas allow to apply the obtained results for optimization
and forecasting of decision-making in the system of procurement logistics of a company
amid variation of input parameters describing changes of external and internal business
environment.

The article “Modeling and prediction of the gas pipelines reliability indicators in the
context of energy security of Ukraine” [25] of Halyna Zelinska, Irina Fedorovych,
Uliana Andrusiv, Oksana Chernova and Halyna Kupalova based on the many years of
experience in operation of the gas transportation system shows that the largest accidents
with severe consequences arise due to untimely detection and elimination of gas leaks
in underground gas pipelines. The decrease in the reliability of the gas transportation
system functioning can be considered from the following two perspectives: the first
perspective is the economic one — it leads to an increase in the economic expenses of
an enterprise; and the second perspective is the social and environmental one — it results
in emergence of a threat to public health, as well as loss of human and natural resources.
Hence, the issue of modeling and prediction of the reliability indicators of natural gas
transportation via gas pipelines becomes especially urgent because of the requirements
for reliable operation of the system. It has been proven that the main problem leading
to a decrease in the reliability of the gas transportation process is the significant
deterioration of fixed assets, which requires investment of considerable financial
resources in the gas transportation system of Ukraine (GTS). The article substantiates
that it is possible to increase the reliability of operation of the line section of the main
gas pipelines (LSMGP) through a high-quality system of repairs and equipment
modernization. The main factor allowing to reduce the number of accidents is
considered to be timely detection of damages on gas pipelines and their prediction. It
has been determined that the failure rate depends on the diameter and number of lines
of a gas pipeline. The authors propose to conduct a comprehensive diagnosis of the
process of reliability of gas pipelines together with of their technical and economic
indicators, based on the development of a system of measures to improve the safety of
gas pipelines in Ukraine. A system of measures has been developed to improve the
reliability of gas pipelines operation in Ukraine.

The article “Machine learning approaches for financial time series forecasting” [4]
of Vasily Derbentsev, Andriy Matviychuk, Nataliia Datsenko, Vitalii Bezkorovainyi
and Albert Azaryan is discusses the problems of the short-term forecasting of financial
time series using supervised machine learning (ML) approach. For this goal, authors
applied several the most powerful methods including Support Vector Machine (SVM),
Multilayer Perceptron (MLP), Random Forests (RF) and Stochastic Gradient Boosting
Machine (SGBM). As dataset were selected the daily close prices of two stock index:
SP 500 and NASDAQ, two the most capitalized cryptocurrencies: Bitcoin (BTC),
Ethereum (ETH), and exchange rate of EUR-USD. As features were used only the past
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price information. To check the efficiency of these models was made out-of-sample
forecast for selected time series by using one step ahead technique. The accuracy rates
of the forecasted prices by using ML models were calculated. The results verify the
applicability of the ML approach for the forecasting of financial time series. The best
out of sample accuracy of short-term prediction daily close prices for selected time
series obtained by SGBM and MLP in terms of Mean Absolute Percentage Error
(MAPE) was within 0.46-3.71 %. The results are comparable with accuracy obtained
by Deep learning approaches.

Fig. 9. The coronavirus sadness [20] of Prof. Andriy Matviychuk before the talk on machine
learning approaches for financial time series forecasting [4]

3 Conclusion

The vision of the M3E2 2019 is provides a premier interdisciplinary platform for
researchers, practitioners and educators to present and discuss the most recent
innovations, trends, and concerns as well as practical challenges encountered and
solutions adopted in the fields of emergent economy.

The conference has successfully performing forum to transferring and discussing
research result among the researcher, students, government, private sector or industries.
Participants and presenters from several countries such as Italy, Israel, Japan, Lithuania,
Poland, Ukraine have attended the conference to share their significant contribution in
research related to Monitoring, Modeling & Management of Emergent Economy.

The special instalment of M3E2 at the Hot Coronavirus Summer’2020 was
organized by:
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— Ben-Gurion University of the Negev, Israel (with support of the rector Prof. Chaim
Hames)

— Institute of Information Technologies and Learning Tools of the NAES of Ukraine
(with support of the director Prof. Valeriy Bykov)

— Ivano-Frankivsk National Technical University of Oil and Gas, Ukraine (with
support of the rector Prof. Evstakhii Kryzhanivs’kyi)

— Khmelnytskyi National University, Ukraine (with support of the rector Prof. Mykola
Skyba)

— Kryvyi Rih National University, Ukraine (with support of the rector Prof. Mykola
Stupnik)

— Kryvyi Rih State Pedagogical University, Ukraine (with support of the rector Prof.
Yaroslav Shramko)

— State University of Economics and Technology, Ukraine (with support of the rector
Prof. Andrii Shaikan)

— The Bohdan Khmelnytsky National University of Cherkasy, Ukraine (with support
of the rector Prof. Olexandr Cherevko)

We are thankful to all the authors who submitted papers and the delegates for their
participation and their interest in M3E2 as a platform to share their ideas and
innovation. Also, we are also thankful to all the program committee members for
providing continuous guidance and efforts taken by peer reviewers contributed to
improve the quality of papers provided constructive critical comments, improvements
and corrections to the authors are gratefully appreciated for their contribution to the
success of the conference.

We hope you enjoy this conference and meet again in more friendly, hilarious, and
happiness of further M3E2 2021.
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Abstract. The article considers the possibility of analyzing the dynamics of
changes in the characteristics of time series obtained on the basis of recurrence
plots. The possibility of using the studied indicators to determine the presence of
critical phenomena in economic systems is considered. Based on the analysis of
economic time series of different nature, the suitability of the studied
characteristics for the identification of critical phenomena is assessed. The
description of recurrence diagrams and characteristics of time series that can be
obtained on their basis is given. An analysis of seven characteristics of time
series, including the coefficient of self-similarity, the coefficient of predictability,
entropy, laminarity, is carried out. For the entropy characteristic, several options
for its calculation are considered, each of which allows the one to get its own
information about the state of the economic system. The possibility of using the
studied characteristics as precursors of critical phenomena in economic systems
is analyzed. We have demonstrated that the entropy analysis of financial time
series in phase space reveals the characteristic recurrent properties of complex
systems. The recurrence entropy methodology has several advantages compared
to the traditional recurrence entropy defined in the literature, namely, the correct
evaluation of the chaoticity level of the signal, the weak dependence on
parameters. The characteristics were studied on the basis of daily values of the
Dow Jones index for the period from 1990 to 2019 and daily values of oil prices
for the period from 1987 to 2019. The behavior of recurrence entropy during
critical phenomena in the stock markets of the USA, Germany and France was
studied separately. As a result of the study, it was determined that delay time
measure, determinism and laminarity can be used as indicators of critical
phenomena. It turned out that recurrence entropy, unlike other entropy indicators
of complexity, is an indicator and an early precursor of crisis phenomena. The
ways of further research are outlined.

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).
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1 Introduction

During last few decades the behavior of global financial system attracted considerable
attention. Strong sharp fluctuations in stock prices lead to sudden trend switches in a
number of stocks and continue to have a huge impact on the world economy causing
the instability in it with regard to normal and natural disturbances [18]. The reason of
this problem is the crisis of methodology modeling, forecasting and interpretation of
socio-economic realities. The doctrine of the unity of the scientific method states that
for the study of events in socio-economic systems, the same methods and criteria as
those used in the study of natural phenomena are applicable. Similar idea has attracted
considerable attention by the community from different branches of science in recent
years [6].

The increasing mathematical knowledge of the complex structures of nonlinear
systems has provided successful tools to the understanding of irregular space and
temporal behaviors displayed by collected data in all applied sciences. Time series
analysis has turned to be a key issue providing the most direct link between nonlinear
dynamics and the real world [9]. Among the many methods of analysis of complex
nonlinear, non-stationary emergent signals, which are the signals of complex systems,
those that adequately reflect the spatial and temporal manifestations of complexity are
especially popular [17]. In this case, the search for such quantitative measures of
complexity that adequately reflect the dynamics of processes taking place in a complex
system is relevant. Financial systems being complex dynamic objects exhibit
unexpected critical phenomena, which are most clearly manifested in the form of
crashes. Over the past 20 years, these are the global currency crisis of 1998, the collapse
of the dotcoms 2001, the global financial crisis of 2008, the European debt crisis of
2012, the Chinese crisis of 2015-2016 and the crisis of the US stock market in early
2019 [16]. For this reason, it is extremely important to highlight such measures of
complexity that are sensitive to critical phenomena and can serve as their predictors [2;
21].

In this paper, we will consider the possibilities of new entropy indicators of the
systems complexity, calculated in the phase space, and examine their capabilities with
respect to the prevention of crisis phenomena.

2 Research methods

2.1  The recurrence plots

In recent years, new quantifiers of nonlinear time series analysis have appeared based
on properties of phasespace recurrences [13]. According to stochastic extensions to
Taken’s embedding theorems the embedding of a time series in phase space can be

carried out by forming time-delayed vectors )?n = [Xn) Xn4or Xn420r - -2 Xns(m-1)c] foOr
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each value x, in the time series, where m is the embedding dimension, and 1 is the
embedding delay. These parameters are obtained by systematic search for the optimal
set. Figure 1 shows a phase portrait of the normalized logarithmic returns of the time
series of Bitcoin (BTC) prices for the period July 17, 2010 to August 30, 2019.

g o
10

-0 o

Fig. 1. A phase portrait of the normalized logarithmic returns of the daily values BTC/$ for the
period July 17, 2010 to August 30, 2019.

A modern visualization method known as recurrence plot (RP), and is constructed from
the recurrence matrix ﬁij defined as }_?)ij(e) =0(e—||x; — xj”), x; ER,
i,j=1,2,...,M, where x; and X; represent the dynamical state at time i and j, O is the
Heaviside function, M is length of the analyzed time series and ¢ is the threshold or
vicinity parameter, consisting of a maximum distance between two points in a trajectory
such that both points can be considered recurrent to each other.

The recurrence plot for the phase portrait of figure 1 is presented in figure 2.

The graphical representation of the RP allows to derive qualitative characterizations
of the dynamical systems. For the quantitative description of the dynamics, the small-
scale patterns in the RP can be used, such as diagonal and vertical lines. The histograms
of the lengths of these lines are the base of the recurrence quantification analysis (RQA)
developed by Webber and Zbilut [20] and later by Marwan et al. [13]. Based on the
statistical properties of the recurrence plot, a large number of quantifiers have been
developed to analyze details of a RP. Many of them deal with statistical properties such
as mean size, maximum size, frequency of occurrence of diagonal, vertical or horizontal
recurrence lines.

The appearance of the recurrence diagram allows us to judge the nature of the
processes occurring in the system, the presence and influence of noise, states of
repetition and fading (laminarity), the implementation during the evolution of the
system of abrupt changes (extreme events). Thus, a visual assessment of the diagrams
can give an idea of the evolution of the studied trajectory. There are two main classes
of image structure: typology, represented by large-scale structures, and texture
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(texture), formed by small-scale structures. Topology gives a general idea of the nature
of the process. A detailed examination of recurrence diagrams allows you to identify
small-scale structures — a texture that consists of simple points, diagonal, horizontal and
vertical lines. Combinations of vertical and horizontal lines form rectangular clusters
of points.

2000 1

500 A

500 1000 1500 2000

Fig. 2. Recurrence plot of daily values of BTC/$ price fluctuations.

Webber and Zbilut developed a tool for calculating a number of measures based on the
calculation of the density of recurrence points and the construction of the frequency
distribution of diagonal line lengths: recurrence rate (RR), determinism (DET),
divergence (DIV), entropy (ENTR), trend (TREND), laminarity (LAM), trapping time
(TT). The calculation of these measures in the submatrices of the recurrence chart along
the identity line shows the behavior of these measures over time. Some studies of these
measures have shown that their application can help identify bifurcation points, chaos-
order transitions.

Let R;=1 if (i, j) are recurrent, otherwise R;=0; and D;=1 if (7, j) and (i+1, j+1) or
(-1, j-1) are recurrent, otherwise D;=0.

Now the coefficients of self-similarity and predictability will be, respectively, equal

N

RR = — %%, Ryj and DET = i—,{jij

To demonstrate the values of the described indicators, we used 3 time series with
1/f-noise with a=0.5, @=0.75, @=1.0, a time series of sine values and the same series
with mixed values. The time series with 1/f-noise are shown in figure 3.

The figure 4 shows the graphs of the RR values for the demonstration time series.
As can be seen from the figure for more ordered rows (another words the rows with
less noise), the value of RR is higher.
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Fig. 3. The time series with 1/f/~noise with =0.5, @=0.75, a=1.0, and the time series of sine
values and the mixed sin values.
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Fig. 4. Self-similarity (RR) of 1/f-noise and sin time series.

The figure 5 shows the graphs of the DET values for the demonstration time series. As
can be seen from the figure for more ordered rows (another words the rows with less
noise), the value of DET is higher.

If N; is the number of diagonal lines, and /; is the length of the i-th diagonal line, then
the length of the longest diagonal line is determined by the expression

L=max(l;i=1,...,Np).
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Fig. 5. Determinism (DET) of 1/f~noise and sin time series.

A diagonal line of length / means that the segment of the trajectory is close for / steps
of time to another segment of the trajectory at another time; therefore, these lines are
associated with the divergence of the trajectory segments.
. . 21 PO . .
The average length of the diagonal line L = % is the average time during
~—'min
which the two segments of the trajectory are close to each other, and can be interpreted
as the average time of the forecast.
: o : o2 i PP )
The average length of vertical structures is given by expression TT = ZNZL
V=Vmin
and is called the delay time or capture time. Its calculation also requires consideration
of the minimum length v,,;,,, as in the case of LAM. The TT estimates the average time
that the system will be in a certain state, or how long this state will be captured.
The figures 6 and 7 present graphs of L and 77 calculation for the demonstration
time series.
As the measures can refer to the diagonal and/or horizontal lines on the recurrence
map, at the same time, there are vertical lines with appropriate measures.

The total number of vertical length lines in RP is given by the histogram

P() = XYo1(1 = Ry D(1 = Ry jw) TTRZ6 Ry -

P(v)

Similar to the definition of determinism, the ratio of recurrent points that form
vertical structures to a complete set of recurrent points can be calculated as

ZNE _ vP(v)
LAM = —gmin——

p=1VP (V)
are performed for those v that exceed the minimum length v,,;,,. For recurrence maps

. This measure is called laminarity (L4M). Laminarity calculations
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often take v,,;;,=2. The value of LAM decreases if RP consists of more single recurrent
points than vertical structures.
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Fig. 6. The diagonal lines measure (L) of 1/f~noise and sin time series.
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Fig. 7. The delay time measure (77) of 1/f-noise and sin time series.

An example of LAM calculation for the demonstration time series, is given in figure 8.
In contrast to quantitative measures based on diagonal lines, the measures just
introduced can be applied to chaos-chaos transitions. The last two parameters
characterize two different typical time intervals during which the trajectories are close
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to €. Their window dynamics allows the one to track the time component of recurrence
maps.
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Fig. 8. The laminarity (LAM) of daily values of BTC/$ fluctuations and returns of fluctuations.

2.2 The recurrence-based entropy

An important class of recurrence quantifiers are those that try to capture the level of
complexity of a signal. As an example, we mention the already known entropy based
on diagonal lines statistics. This quantity has been correlated with others dynamical
quantifiers as, for example, the largest Lyapunov exponent, since both capture
properties of the complexity level of the dynamics. The vertical (horizontal) lines in R;;
are associated to laminar states, common in intermittent dynamics [13]. It was reported
the use of the distribution of diagonal lines P (1) for a different quantifier of recurrences,
based on the Shannon entropy [13]. If we choose a distribution of diagonals
p(D) =P/ XK, P() for K the maximum length of the diagonal lines, then we get
one of the known quantitative indicators of recurrence analysis:
ENTR = —Zifzg‘zp(l) Inp (). However, as follows from the analysis of entropy

indicators, the results are not always possible to coordinate with the proposed models.

To the pleasure of the researchers, it turned out that depending on the technology of
using the properties of the recurrence of the phase space, different types of recurrence
entropies are distinguished [7].

2.3  Recurrence probability (period) density entropy

Recurrence probability (or period) density entropy (RPDEn) is useful for characterizing
the extent to which a time series repeats the same sequence [1; 11; 15] and is, like the
ENTR a quantitative characteristic of recurrence analysis. Around each point x, in the
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phase space, an e-neighbourhood (an m-dimensional ball with this radius) is formed,
and every time the time series returns to this ball, after having left it, the time difference
T between successive returns is recorded in a histogram. This histogram is normalized
to sum to unity, to form an estimate of the recurrence period density function P(7). The

normalized entropy of this density Hy,oprm = —Zf’__"f"zP(t) InP (t) /InT,,,, is the
RPDEn value, where T, is the largest recurrence value.

2.4  Recurrence entropy

Recent works [3; 12] presents a slightly different technique for calculating recurrence
entropy using a novel way to extract information from the recurrence matrix. The
authors have generalize these concepts recurrence defining recurrence microstates F ()
as all possible cross-recurrence states among two randomly selected short sequences of
N consecutive points in a K (K = N) length time series, namely F(g) are N X N small
binary matrices. The total number of microstates for a given N is Ny, = 2V *. The
microstates are populated by N random samples obtained from the recurrence matrix
such that N = Z’ivz"f n;, where n; is the number of times that a microstate i is observed.
For P; = n;/N, the probability related to the microstate i, we define an entropy of the
RP associated with the probabilities of occurrence of a microstate as

Nms
S(Nms) = Ei:l Pi lnPi.

3 The recurrence plot-based measures for crash time
series

The behavior of the measures described in section 2.1 was conducted on the basis of
daily data of the Dow Jones Industrial Average (DJIA), taken for the period from 1990
to 2019, and daily values of the price on the spot oil market, taken for the period from
1987 to 2019, in order to assess the dynamics of changes in the values of indicators in
certain critical periods of economic systems, tables of critical and crisis phenomena in
the relevant markets were compiled.

Table 1 lists the critical and crisis phenomena in the DJIA for the period under study.

Calculations of investigating measures of complexity were carried out within the
framework of a moving (sliding) window algorithm. For this purpose, the part of the
time series (window), for which there were measures of complexity, was selected, then
the window was displaced along the time series in a one-day increment and the
procedure repeated until all the studied series had exhausted. Further, comparing the
dynamics of the actual time series and the corresponding measures of complexity, we
can judge the characteristic changes in the dynamics of the behavior of complexity with
changes in the time series. If this or that measures of complexity behaves in a definite
way for all periods of crisis, for example, decreases or increases during the pre-crisis
period, then it can serve as an indicator or precursor of such a crisis phenomenon.
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Table 1. Critical and crisis phenomena in the DJIA for the period from 01.01.1990 to

01.06.2019.
N Time period Duration, days|Falling rate, %
1{17.07.1990-23.08.1990 28 17.21
2101.10.1997-21.10.1997 15 12.43
3[17.08.1998-31.08.1998 11 18.44
4114.08.2002-01.10.2002 34 19.52
5]16.10.2008-15.12.2008 42 30.21
6]09.08.2011-22.09.2011 32 11.94
7118.08.2015-25.08.2015 6 10.53
8129.12.2015-20.01.2016 16 11.02
9103.12.2018-24.12.2018 15 15.62

In figure 9 presents the results of calculations the measures RR, DET, L, TT, and LAM
for the DJIA values database. The calculations were carried out for a moving window
size of 500 days and a step of 1 day.
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Fig. 9. Window recurrence plot-based measures of complexity for the crashes presented in table
1. The start point of the crash is marked.

The figure shows that the value of the measure of self-similarity (RR) in 3 cases out of
9 decreases during the critical phenomenon (events 1, 2, 4, 5), and in 2 cases out of 9
is in the local minimum (events 3, 6). Note that these critical phenomena are quite long
with a length of 11 to 42 days, and also have a large percentage of falls: from 12 to
30%. Phenomena 7, 8, 9, which the indicator did not feel, have a shorter duration and
a lower percentage of fall.

The determinism (DET) measure shows a tendency to fall during all the studied
critical phenomena, which, given the stable result, can serve as an indicator of a critical
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phenomenon. Moreover, in 3 cases out of 9 during the critical phenomenon, the
indicator is at the local maximum, after which it begins to decrease. Thus, the DET
measure can be an indicator of the beginning of a critical phenomenon.

We have noted the same behavior of the determinism and the laminarity measures,
the form of graphs of the dynamics of which is very similar. Thus, it is enough to choose
only one of the two measures to build economic instruments.

Finally, the form of graphs for the average length of lines L and delay time 77 is the
same, which allows using only one of these measures in the research. The values of the
measures decrease during 7 of the 9 studied critical phenomena, and during the
remaining 2 phenomena the values are at the point of local maximum, after which they
begin to fall.

Therefore, based on the analysis of the values of the DJIA index, the following
intermediate conclusions were obtained:

1. Only 3 measures out of the 5 studied can be used in research, because there are
measures with the same form of graphs, due to which only one can be chosen.
2. The most sensitive to critical phenomena are the measures of DET, L, TT, and LAM.

During calculations, we have used a window with a width of 500 points. In order to
determine the degree of influence of the window width on the dynamics of the analyzed
characteristics, we repeated the calculations using a window width of 250 points. In
figure 10 shows graphs of the dynamics of three measures, RR, DET and LAM, obtained
for windows with a width of 500 and 250 points. A comparative analysis of the graphs
led to the conclusion that although they differ to some extent, however, both graphs
retain properties that are essential for our analysis, namely: the starting points of critical
phenomena fall into local extremes or areas of decreasing values. This allows us to
hypothesize the informativeness of the results, the possibility of using different window
widths in the calculation procedure (but not arbitrary width!), and further search for the
optimal value of the parameter to minimize calculations while maintaining the
informativeness of the result.

Often, time series studies also use not the initial data, but the returns, which for the

. . . . . Xiy1—X{
time series x;, i=1,..,M, are calculated using the expression r; = % In figure 11
L

presents the results of calculations the measures RR, DET, L, TT, and LAM for the DJIA
returns database. The calculations were carried out for a moving window size of 500
days and a step of 1 day.

The figure 11 clearly shows approximately the same behavior for all studied
indicators. Note the chaotic behavior, that is, the moments of the beginning of critical
phenomena exist both on the areas of growth of indicators and on the areas of their
decline. Therefore, based on the obtained partial result, we can hypothesize the
impossibility of using returns as indicators of critical phenomena for measures based
on recurrent plots.

In studying the behavior of the measures described above on the spot oil market
prices, critical phenomena were used, the list of which is given in table 2.
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Fig. 10. Window recurrence plot-based measures of complexity for the crashes presented in
table 1. The window width is 250 in the window moving procedure. The start point of the crash
is marked.
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Fig. 11. Window recurrence plot-based measures of complexity for the crashes presented in
table 1 using the returns of DJIA. The start point of the crash is marked.

In figure 12 presents the results of calculations the measures RR, DET, L, TT, and LAM
for the spot oil price values database. The calculations were carried out for a moving
window size of 500 days and a step of 1 day.
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Table 2. Critical and crisis phenomena on the spot oil market for the period from 01.01.1987 to

01.06.2019.
N Time period Duration, days|Falling rate, %
1]09.12.1987-21.12.1987 9 18
2 (11.10.1990-23.08.1990 8 31
3(17.11.1993-17.12.1993 22 18
4 [11.04.1996-05.06.1996 38 22
5130.09.1998-25.11.1998 40 33
6107.03.2000-10.04.2000 24 29
7 (27.11.2000-20.12.2000 17 29
8 114.09.2001-24.09.2011 6 27
9 (12.03.2003-21.03.2003 7 28
10|26.10.2004-10.12.2004 31 28
11]07.08.2006-17.11.2006 73 27
12|03.07.2008-23.12.2008 120 80
13]03.05.2010-25.052010 16 25
14129.04.2011-17.05.2011 12 15
15|24.02.2012-28.06.2012 87 27
16/06.09.2013-27.11.2013 58 17
17]20.06.2014-29.01.2015 152 59
18]03.11.2015-20.01.2016 52 44
19{03.10.2018-27.12.2018 56 41

normalized values

window

Fig. 12. Window recurrence plot-based measures of complexity for the crashes presented in
table 2. The time series of the spot oil price is used. The start point of the crash is marked.

The figure 12 shows that the value of the measure of self-similarity (RR) in 9 cases out
of 19 decreases during the critical phenomenon, in 5 cases out of 19 is in the local
minimum, and in 2 cases out of 19 is in the local maximum. In other cases, the critical
phenomenon is on the area of growth of the indicator. Interestingly, the falling rate of
critical phenomena, the onset of which goes to the local extremum, is about 30%.
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The determinism measure and the laminarity measure, as in the case for DJIA time
series, have very similar dynamics. The studied critical phenomena are mainly in the
areas of falling indicators: 14 out of 19. Practically the absence of existence indicators
in local extrema indicates the impossibility of their use as precursors, but only as
indicators of possible critical phenomena.

Measures of average line length (L) and time delay (77) also coincide in their
dynamics. In 10 cases out of 19 at the time of the critical phenomenon, the indicators
of measures are decreasing, and in 5 cases out of 19 are in the local maximum. Given
that only in one case the indicators of measures are in the local minimum, it is possible
to hypothesize the possibility of interpreting the indicators not only as indicators but
also as precursors with a short prediction horizon.

Therefore, based on the analysis of the values of the spot oil price, the following
intermediate conclusions were obtained:

1. As in previous analysis, the only 3 measures out of the 5 studied can be used in
research.
2. The most sensitive to critical phenomena are the measures of L and 77.

In figure 13 presents the results of calculations the measures RR, DET, L, TT, and LAM
for the spot oil price returns database. The calculations were carried out for a moving
window size of 500 days and a step of 1 day. Like for the DJIA returns, the figure
clearly shows approximately the same behavior for all studied indicators. Note the
chaotic behavior, that is, the moments of the beginning of critical phenomena exist both
on the areas of growth of indicators and on the areas of their decline. Therefore, based
on the obtained result, we confirmed the impossibility of using returns as indicators of
critical phenomena for measures based on recurrence plots.
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Fig. 13. Window recurrence plot-based measures of complexity for the crashes presented in
table 2. The time series of the spot oil price returns is used. The start point of the crash is
marked.
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4 Recurrence entropy for crash time series

To study the recurrence entropy properties of time series, including periods of crisis,
the following databases have been prepared. The first database included fragments of
the DJIA for the famous crashes of 1929, 1987, and 2008. In a number of daily values
of the DJIA index of 2000 days long, the actual day of the onset of the crash falls at
point 1000 (figure 14). In this case, the fixed point of crashes can easily observe the
indicator capabilities of entropy measures of complexity.
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Fig. 14. Fragments of DJIA index with crash at 1000 days.

The following database contains the same length daily values (from March 3, 1990 to
August 30, 2019) of the US stock market indices (DJIA), Germany (DAX), France
(CAC), used to check the universality of the complexity measure regardless of the
index. The index DJIA is also taken for the period from January 1, 1983 to August 30,
2019 in order to cover the crises of 1987 and 1998.

The third database includes the values of daily Bitcoin prices for the entire
observation period (from July 17, 2010) and for a shorter period of stabilization of the
cryptocurrency market from January 1, 2013 to August 30, 2019.

Calculations of recurrence entropy measures of complexity were carried out within
the framework of a moving (sliding) window algorithm [5]. If this or that measures of
complexity behaves in a definite way for all periods of crisis, for example, decreases or
increases during the pre-crisis period, then it can serve as an indicator or precursor of
such a crisis phenomenon.

In Figures 15 and 16 presents the results of calculations RPDEn and RecEn for the
first database with a length of 2000 days.
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Fig. 15. Window recurrence measures of complexity for the crashes of 1929, 1987, and 2008
using RPDEn procedure. The start point of the crash is marked.
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Fig. 16. Window recurrence measures of complexity for the crashes of 1929, 1987, and 2008.
a) RPDEn, b) RecEn. The start point of the crash is marked.

The calculations were carried out for a moving window size of 250 days and a step of
1 day. It can be seen from the figure that the recurrence entropy in the pre-crisis period
is markedly reduced for all crisis events, which is obviously a precursor of such crisis
phenomena. As for RPDEn, such an unambiguous precursor is not observed. Therefore,
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further we focus on the use of RecEn, leaving for the future a more complete study of

RPDEn.
In figure 17 shows the RecEn dynamics for the long index DJIA, which includes the

last seven well-known crashes (shown in the figure).
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Fig. 17. Comparative dynamics of index DJIA and recurrence entropy RecEn.
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Fig. 18. The dynamics of the stock index S&P 500 and its corresponding and also the indices of
the DAX and CAC of recurrence entropy.

Obviously, in this case, RecEn is the precursor of crash events in all these cases. In
order to once again verify the universality of RecEn as an indicator-precursor of
financial crashes, we examined its dynamics for various stock indices. As an example,
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the selected indices are the stock markets of the USA (S&P 500), Germany (DAX) and
France (CAC) for a comparable period of time (figure 18).

Finally, the analysis of a very volatile cryptocurrency market for BTC/$ data with
small window values (50 days) also allows us to identify the main crisis falls in this
market (figure 19).
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Fig. 19. Comparison of the dynamics of the BTC/$ price with the corresponding recurrence
entropy.

The periodization of Bitcoin crises, which we conducted earlier, indicates that
recurrence entropy in this case is also a harbinger of crisis phenomena.

5 Conclusion

We have analyzed key measures based on recurrence plots that can be used as indicators
and precursors of critical phenomena in complex economic systems. Based on the
analysis, several main measures were identified that showed satisfactory results for
their use in tools to indicate critical phenomena. Such characteristics were, first of all,
the delay time (77) and the average length of the lines on the recurrence plot (L), and
it was determined that only one of them can be used in studies due to the similarity of
the forms of their graphs. A measure of determinism (DET) or a measure of laminarity
(LAM) can also be used to identify critical phenomena. In the future we can focus on
the study of the behavior of these characteristics in the analysis of complex economic
systems of different nature.

We have demonstrated also that the entropy analysis of financial time series in phase
space reveals the characteristic recurrent properties of complex systems. It turned out
that recurrence entropy, unlike other entropy indicators of complexity, is an indicator
and an early harbinger of crisis phenomena. The recurrence entropy methodology has
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several advantages compared to the traditional recurrence entropy defined in the
literature, namely, the correct evaluation of the chaoticity level of the signal, the weak
dependence on parameters. In the future, a thorough comparative analysis of the
possibilities of recurrence entropy with other promising types of entropy indicators of
complexity should be carried out [4; 8; 10; 14; 19].
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Abstract. The need to control the risk that accompanies businesses in their day-
to-day operations, and at the same time changing economic conditions make risk
management an almost indispensable element of economic life. Selection of the
main aspects of the selected phases of the risk management process: risk
identification and risk assessment are related to their direct relationship with the
subject matter (risk identification to be managed; risk analysis leading to the
establishment of a risk hierarchy, and, consequently, the definition of risk
control’ methods) and its purpose (bringing the risk to acceptable level). It is
impossible to identify the basic patterns of development of the oil and gas
industry without exploring the relationship between economic processes and
enterprise risks. The latter are subject to simulation, and based on models it is
possible to determine with certain probability whether there have been qualitative
and quantitative changes in the processes, in their mutual influence on each other,
etc. The work is devoted to exploring the possibilities of applying the Granger
test to examine the causal relationship between the risks and obligations of oil
and gas companies. The analysis is based on statistical tests and the use of linear
regression models.

Keywords: risk, risk identification, casual analysis, causality.

1 Introduction

One of the most important factors that accompany any business activity, including
production and commercial activity, is risk. This is because every business operates in

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons License
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a volatile and uncertain environment, in which unforeseen events can occur. Currently,
many businesses manage risk by using an early warning system that allows early
detection of the threat and initiation of appropriate corrective processes. For businesses,
this is a signal to take action to improve the situation [9]. Today, risk is associated with
every decision, whether operational, investment or financial. The planning’s nature
shows that the predicted future values of the variables taken into account are not certain
but only probable. Different quantitative parameters assume values only under certain
assumptions. The need to monitor risk performance is an indispensable element in
achieving the objective of business entities, as the entity, as a market-oriented,
earnings-oriented entity, is subject to any management and casual events. Risks that
threaten the capital used by the owner or owners mean that the costs associated with
realizing that risk, unless they can be transferred to someone else, are borne by the
enterprise. Therefore, for the continuity of the company, it is crucial to determine the
impact of the adverse event of a casual event on the value of assets and to take
appropriate measures to transfer this burden to other entities.

The processes occurring in the operations of oil and gas companies are related to the
various forms, frequency and nature of the risks involved and necessitate the study of
their cause and effect relationships. Given that risk is an integral part of business entities
and a necessary element of economic decision making, the risk of which increases
significantly in the conditions of dynamism and instability of the business environment,
there is a need to consider risk as an object of managerial influence and its complex
analysis.

The purpose of the article is to present the role of identification and measurement of
financial risk in the process of managing enterprises of the oil and gas industry by
establishing interdependencies between its elements.

2 Background

Risk research has recently received considerable attention. A lot of work is devoted to
examining the role and importance of risk for practice. The main issues of the theory
and practice of economic risk assessment are outlined in the works of Mohamed Abdel-
Basset [1], Bamikole Amigun [2], Vanessa E. Daniel [5], Luca Salvati [32], Qianqian
Zhou [35] and others. A wide range of issues related to risk assessment and forecasting
are investigated by Olga O. Degtiareva [6], Oleh G. Dzoba [3], Iryna Yu. Ivchenko
[12], Oleh Ye. Kuzmin [17; 18], Valentyna V. Lukianova [19], Nazar Yu. Podolchak
[31], Liliia I. Rishchuk [25], O. V. Shcherbak [33], Halyna 1. Velikoivanenko [21],
Valdemar V. Vitlinskyi [4] and others. It is worth noting that most scientists in their
scientific work focus on the study of classical methods of risk assessment, while the
latest methods, which are the most promising for the functioning of enterprises in a
dynamic business environment, remain underutilized.

One of the methods to reduce the risk of an enterprise is its insurance [16]. This
method of risk management must be considered in conjunction with other methods of
risk diversification. For optimal risk management at an enterprise it is necessary to use
portfolio theory [24]. Economic, financial and other parameters of the enterprise’s
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operation act as constraints, and minimization of the enterprise's risk can be used as an
optimization criterion.

For the analysis of financial and economic sustainability of the enterprises are used
as classical statistical modeling techniques and advanced mathematical tools such as
fractal analysis [20] as well as the methods of artificial intelligence [14; 22].

To predict financial time series, artificial intelligence tools are often used, which
include as machine learning methods [7; 15].

The works [8; 34] are devoted to a comparative analysis of the complexity of
traditional stock indices and social responsibility indices using the example of Dow
Jones Sustainability Indices and Dow Jones Industrial Average and opens up new
opportunities for investor risk management. A scientific approach to risk assessment
taking into account the manifestation of emergent properties and using the method of
taxonomy and factor analysis for oil and gas companies is proposed in [13].

In [11], an approach is proposed for assessing the financial efficiency of a business
model of an industrial enterprise, where the integral indicator of the financial
components of a business model is modeled using the method of fuzzy sets and
taxonomic analysis, which will help to more objectively assess the level of financial
standing of an industrial enterprise.

3 Methodology

The oil and gas industry of Ukraine is one of the most important components of the fuel
and energy complex, but the needs of the domestic economy in oil and gas are only
partially met at the expense of its own production. This issue is becoming increasingly
relevant today. In order to increase the economic potential of oil and gas companies, it
is necessary to infuse investment resources. However, the instability of tax legislation
is one of the most significant shortcomings of Ukraine's current tax system, which deter
investors. Inconsistency in the application, interpretation and implementation of tax law
can lead to litigation, which can ultimately lead to additional taxes, penalties and
penalties, and these amounts can be significant. All the above clearly indicates that the
oil and gas companies of Ukraine operate in an emergent economy and this fact largely
determines the high relevance of our study.

In the ordinary course of business, certain claims are raised against oil and gas
companies. If the risk of an outflow of financial resources related to such claims is
considered probable, a liability is recognized in the provisions for litigation. If
management estimates that the risk of an outflow of financial resources related to such
claims is probable or the amount of expenses cannot be estimated reliably, the provision
is not recognized and the corresponding amount disclosed in the consolidated financial
statements.

There is a claim between businesses and some natural gas suppliers about the volume
or prices of the natural gas being supplied and other claims. Management estimates its
potential liabilities for such claims at UAH 5890 million (2016: UAH 1380 million;
2017: UAH 3928 million; 2018: UAH 4246 million) [29; 28; 30; 27; 26]. Management
cannot reliably estimate the amount of potential losses on these liabilities, if any.
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The activities of the oil and gas industry are characterized by a number of financial
risks: market risk (including foreign exchange and interest rate risk), concentration risk,
credit risk and liquidity risk. Management reviews and aligns its risk management
policies to minimize the adverse impact of these risks on the Group's financial
performance.

The main categories of financial instruments are presented by structure of financial
assets and financial liabilities.

Market risk. Market risks arise from open positions in (a) foreign currencies, (b)
interest-bearing assets and liabilities, and (c) investments, all of which are affected by
general and specific market changes in condition of emergent economy.

Currency risk. Oil and gas companies operate in Ukraine, and their dependence on
foreign exchange risk is mainly determined by the need to purchase natural gas from
foreign suppliers, which is denominated in US dollars. The Group also receives foreign
currency loans and does not hedge its foreign currency positions.

Dependence on currency risk is presented on the basis of the carrying amount of the
respective currency assets and liabilities.

Table 1 provides information on the sensitivity of profit or loss to reasonably
possible changes in the exchange rates applied at the reporting date, provided that all
other variables remain stable. The risk was calculated only for monetary denominations
denominated in currencies other than the functional currency.

Table 1. Profit or loss sensitivity to reasonably possible changes in exchange rates [29; 28; 30;

27; 26]
In millions of December December December 31, December 31,

Ukrainian Hryvnias 31, 2019 31, 2018 2017 2016
US dollar Strengthening
by 10% (2540) (2865) (3 400) (4957)
US dollar weakening by 2540 2865 3 400 4957
10%
Euro Strengthening by 25 39 251 299
10%
Euro weakening by 10% (225) (239) (251) (299)

Granger causality is applied to components of a stationary vector random process. At
the heart of the definition is a well-known postulate that the future cannot affect the
past.

The essence of the Granger test is that the variable x is causal for the variable y, that
is, under the influence of x — y changes of x must precede changes of y, not vice versa.
Therefore, under the above conditions, it is necessary that the following actions be
performed at the same time: the variable x makes a significant contribution to the
forecast of y, while the variable does not significantly contribute to the forecast of the
variable x [10]. To determine whether x is the cause of y, determine what proportion of
the variance of the current value of variable y can be explained by past values of the
variable y itself, and whether adding past values of variable x can increase the
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proportion of explanatory variance. The variable x is the cause of y if x contributes to
the prediction of y. In the regression analysis, the variable x will be the cause of y when
the coefficients at logs x are statistically significant, but the most commonly
investigated cause and effect relationships are two-sided. In other words, the variable
X; is not a Granger cause for the variable u, if excluding from the model information
about the past values of the variable x; does not impair the predicted value of u, when
used to construct models of both time series. The quality of the forecast in this case is
estimated by the standard error. The scheme of model analysis for the presence and
direction of causality is shown in figure 1.

1. Do the test of series stationarity with the help
of Augmented Dickey-Fuller or KPSS

Is a series
stationary?

3a. Do a causality test 2. Do a test of cointegration

(Graiger’s or Xciao’s test) (Yohansen’s test)
GDP - TEND, TEND - GDP

ANo

Is there a
cointegration?

3b. Cointegration verification
on models of error correction

Fig. 1. The scheme of analysis of the model for the presence and direction of causality

To perform this test, three indicators were selected for six NGSUs and Ukrnafa Public
Joint-Stock Company (PJSC) for the six months 2016-2019. These include financial
risk, operational risk, and contingent and contractual commitments under
Chernihivnaftogaz, Poltavanaftogaz, Okhtyrkanaftogaz, Dolynaftogaz,
Borislavnaftogaz, Nadvirnaftogaz and Ukrnafa PJISC. Causality testing involves the use
of stationary time series. Stationarity is verified in Eviews software, which
automatically calculates the required metrics. The functionality of the program
proposes to use the Dickey-Fuller and Phillips-Perron test to check the stationarity of a
number of selected indicators.

The Dickey-Fuller test is based on the estimation of the parameter A = a; — 1 of the
equation AY, = AY,; + ¢,, equivalent to the autoregression equation. If the value of the
Student's t-statistic for the parameter A is less than the lower threshold of the DF-
statistic, then the null hypothesis A = 0 (about the presence of a single root a; = 1) should
be rejected and the alternative about the stationarity of the process Y; should be
accepted [23]. As a result of the Dickey-Fuller test, it was found that even at a
significance level of 10%, the hypothesis of stationarity of series should be rejected. To
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bring the original variables to the stationary form, the transition to the analysis of the
second differences of these series was performed. The calculations revealed that the
hypothesis of stationarity of a series should be accepted (figure 2).

Null Hypothesis: D(X1,2) has a unit root
Exogenous: None

Lag Length: 0 (Automatic - based on SIC, maxlag=1)

t-Statistic Prob.

Augmented Dickey-Fuller test statistic  -3.3939 0.0067
Test critical values: 1% level -3.1095
5% level -2.0439
10% level -1.5973

Null Hypothesis: D(X2,2) has a unit root

Exogenous: None

Lag Length: 1 (Automatic - based on SIC, maxlag=1)
t-Statistic Prob.

Augmented Dickey-Fuller test statistic ~ -2.402 0.0319
Test critical values: 1% level -3.271

5% level -2.082

10% level -1.599

Null Hypothesis: D(X3,2) has a unit root
Exogenous: None
Lag Length: 1 (Automatic - based on SIC, maxlag=1)
t-Statistic Prob.

Augmented Dickey-Fuller test statistic -4.072 0.0042
Test critical values: 1% level -3.271

5% level -2.082

10% level -1.599

Fig. 2. Investigation into the stationarity of the second series differences using the Dickey-
Fuller test (series X1 — Financial risk, series X2 — Operational risk, series X3 — Contingent and
contractual obligations (Ukrnafta PJSC))

However, there are other tests to check the series for stationarity. Given that the random
components of the ADF test can be autocorrelated, have different variances (i.e.,
heteroskedasticity may be present) and not necessarily normal distributions, compared
to the ADF test, the Phillips-Perron test can be used to consider wider classes time
series.

Conducting the Phillips-Perron test, which is also present in the Eviews software,
shows the same results: the investigated series are non-stationary and the other series
differences are stationary (figure 3).
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Null Hypothesis: D(X1,2) has a unit root
Exogenous: Constant

Bandwidth: 4 (Newey-West automatic) using Bartlett kernel

Adj. t-Stat Prob
Phillips-Perron test statistic -6.614176 0.0049
Test critical values: 1% level -5.604618
5% level -3.694851
10% level -2.982813

Null Hypothesis: D(X2,2) has a unit root
Exogenous: Constant

Bandwidth: 4 (Newey-West automatic) using Bartlett kernel

Adj. t-Stat Prob
Phillips-Perron test statistic -4.209688 0.0315
Test critical values: 1% level -5.604618
5% level -3.694851
10% level -2.982813

Null Hypothesis: D(X3,2) has a unit root
Exogenous: Constant

Bandwidth: 4 (Newey-West automatic) using Bartlett kernel

Adj. t-Stat Prob
Phillips-Perron test statistic -4.103371 0.0346
Test critical values: 1% level -5.604618
5% level -3.694851
10% level -2.982813

Fig. 3. Investigation into the stationarity of the second series differences using the Phillips-
Perron test (series X1 — Financial risk, series X2 — Operational risk, series X3 — Contingent and
contractual obligations (Ukrnafta PJSC))

The results obtained by the ADF test can also be verified by visual analysis of the
autocorrelogram and partial autocorrelogram (figure 4).

Let’s do a Granger causality test. The length of lag p should be chosen from the
longest lag, which can still help in predicting. Analysis of the cross correlograms
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indicates the choice of p = 2. In addition, it is confirmed by the well-known rule that
the number of lags should not exceed the number of observations divided by 4. Consider
the Granger causality for two variables. The model form below is:

Eq = XiL; € (1
— n
Eq = XL €jj (2)

Included ohservations: 6

Autocarrelation Fartial Carrelation AC FPAC  @-Stat  Proh

[ — 1 [ I S— 1 1 -0.502 -0.502 24173 0120

1 — 1 1 1 2 0269 0023 32878 01493

[ — 1 [ — 1 3 -0.491 -0.464 71460 O0.067

1 = 1 1 = 1 4 0.255 -0.270 B8.70239 0.069

1 i 1 1 1 5 -0.031 0036 87509 01149
Included observations: 6

Autocorrelation FPartial Carrelation AT PAC  Q-Stat  Prob

1 1 | | — 1 1 -0.440 -0.440 185856 0173

1 1 [ — 1 2 -0.228 -0523 24809 0.288

1 1 | [ — 1 3 0187 -0.334 30400 0.386

1 1 ! | — 1 4 0016 -0.336 3.0461 0.550

1 1 ! ] 1 5 -0.003 -0.261 30465 0.693

. b)

Included cbservations: 6

Autocarrelation Pattial Correlation AC PAC 2-Stat  Prob

1 1 [  — 1 1 -0.421 -0.421 16985 01482

1 1 [ — 1 2 -0.380 -06Y6 34290 0180

1 1 ! | — 1 3 046 -0.305 B1936 0102

1 1 [ — 1 4 0120 -0.513 B.54583 0162

1 1 ! [ 1 5 0005 -0.241 B.5463 0.257

)

Fig. 4. Self-correlates of the second time series differences: a) Financial risk, b) Operational
risk, ¢) Contingent and contractual obligations (Ukrnafta PJSC)

The absence of a causal relationship from x to y means that when¢; =0atj =1, ..,p
that is, past values of x do not affect y. The absence of causality from y to x means that
bj=0atj=1,..,p.

When the process is stationary, then hypotheses about causality can be tested using
F-statistics. The null hypothesis is that one variable is not a Granger cause for another
variable.

The results of the test are presented in table 2. Recall that the hypothesis about the
causality of this factor is accepted (and the null hypothesis, respectively, is rejected) at
a probability of less than 0.05, with a probability greater than 0.05 is accepted null
hypothesis.
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Indicator

Contingent and

Company Financial risk Operational risk
(x1) (X2) con_trac.tual
obligations (X3)
Chernihivnaftogaz The hypothesis is The hypothesis is The hypothesis is
accepted accepted accepted
Nadvirnaftogaz The hypothesis is The hypothesis is The hypothesis is
accepted rejected (X2—X3)  accepted
Borislavnaftogaz The hypothesis is The hypothesis is The hypothesis is
accepted accepted accepted
Poltavanaftogaz The hypothesis is The hypothesis is The hypothesis is
accepted accepted accepted
Dolinanaftogaz The hypothesis is The hypothesis is The hypothesis is
accepted accepted rejected (X3—X1)
Okhtyrkanaftogaz The hypothesis is The hypothesis is The hypothesis is
rejected (X1—X2) accepted accepted
Ukrnafta The hypothesis is The hypothesis is The hypothesis is
accepted accepted accepted

As a result of the causal analysis, it was found that the change in operational risk at
Nadvirnanaftogaz is the cause of contingent and contractual obligations, but not vice
versa; at Dolynaftogaz a number of contingent and contractual dynamics are the cause
of a number of financial risks for Granger; at Okhtyrkanaftogaz financial risk is the
cause of operational risk, and the connection is also one-sided. Other hypotheses
regarding causality are not accepted.

4 Results

Effective and integrated risk management requires the integration of risk management
into the enterprise management process. The market economy creates both
opportunities to achieve planned profits, as well as the risk of losses due to adverse
changes in the environment of the company and mistakes within the organization.

Many methods and approaches to the risk management process indicate that an
important aspect of the company is to look for optimal solutions to existing threats.
Decisions on this issue should be taken as a result of the risk management process, in
which the placement and awareness of the importance of the risk that threatens the
company become a very important starting point.

Risk identification and measurement are important here because they determine the
choice of risk control method, which means specific decisions and financial costs. In
assessing this, particular attention should be paid to the importance of contingent and
contractual obligations, which often go unnoticed and neglected, and omissions of
which can be significant.

The obtained results allow us to adjust the policy of activity of oil and gas enterprises
for 2 years in advance (lag length) depending on the risks involved and the peculiarities
of the socio-economic status of the territories.
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The scientific novelty of the study is to formalize the areas of relationships between
the risk of oil and gas companies and its elements on the basis of testing by the Granger
method. Using the results of the proposed testing allows to determine the direction of
causal links between financial risk, which depends on currency risk, that is determined
by the need to purchase natural gas from foreign suppliers, operational risk of
concentration on revenues from gas transportation and trade payables, as well as
contingent and contractual obligations that pose the risk that one party to a financial
instrument will cause a financial loss to the other party as a result of a default. This
contributes to the definition and coordination of risk management policies to minimize
their negative impact on the financial performance of oil and gas companies.
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Abstract. Based on the network paradigm of complexity in the work, a
systematic analysis of the dynamics of the largest stock markets in the world and
cryptocurrency market has been carried out. According to the algorithms of the
visibility graph and recurrence plot, the daily values of stock and crypto indices
are converted into a networks and multiplex networks, the spectral and
topological properties of which are sensitive to the critical and crisis phenomena
of the studied complex systems. This work is the first to investigate the network
properties of the crypto index CCI30 and the multiplex network of key
cryptocurrencies. It is shown that some of the spectral and topological
characteristics can serve as measures of the complexity of the stock and crypto
market, and their specific behaviour in the pre-crisis period is used as indicators-
precursors of critical phenomena.

Keywords: crypto index, visibility graph, complexity measures of financial
crashes.

1 Introduction

The new interdisciplinary study of complex systems, known as the complex networks
theory, laid the foundation for a new network paradigm of synergetic [17]. The complex
networks theory studies the characteristics of networks, taking into account not only
their topology, but also statistical properties, the distribution of weights of individual
nodes and edges, the effects of information dissemination, robustness, etc. [1; 6; 10;
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20; 21; 22; 31]. Complex networks include electrical, transport, information, social,
economic, biological, neural and other networks [1; 6; 10; 20; 18; 22; 24; 31]. The
network paradigm has become dominant in the study of complex systems since it allows
you to enter new quantitative measures of complexity not existing for the time series
[3]-

Previously, we introduced various quantitative measures of complexity for
individual time series [25; 26; 27; 28; 29]. Significant advantage of the introduced
measures is their dynamism, that is, the ability to monitor the time of change in the
chosen measure and compare with the corresponding dynamics of the output time
series. This allowed us to compare the critical changes in the dynamics of the system,
which is described by the time series, with the characteristic changes of concrete
measures of complexity. It turned out that quantitative measures of complexity respond
to critical changes in the dynamics of a complex system, which allows them to be used
in the diagnostic process and prediction of future changes. In [25], we introduced
network complexity measures and adapted them to study system dynamics. But
networks are rarely isolated. Therefore, it is necessary to take into account the
interconnection interaction, which can be realized within the framework of different
models [4]. In this paper we will consider it by simulating so-called multiplex networks,
the features of which are reduced to a fixed number of nodes in each layer, but they are
linked by different bonds.

2 Review

Most complex systems inform their structural and dynamic nature by generating a
sequence of certain characteristics known as time series. In recent years, interesting
algorithms for the transformation of time series into a network have been developed,
which allows to extend the range of known characteristics of time series even to
network ones. Recently, several approaches have been proposed to transform time
sequences into complex network-like mappings. Three main classes can be
distinguished. The first is based on the study of the convexity of successive values of
the time series and is called visibility graph (VG) [12]. The second analyzes the mutual
approximation of different segments of the time sequence and uses the technique of
recurrent analysis [9]. The recurrent diagram reflects the existing repetition of phase
trajectories in the form of a binary matrix whose elements are units or zeros, depending
on whether they are close (recurrent) with given accuracy or not, the selected points of
the phase space of the dynamic system. The recurrence diagram is easily transformed
into adjacency matrix, on which the spectral and topological characteristics of the graph
are calculated [9]. Finally, if the basis of forming the links of the elements of the graph
is to put correlation relations between them, we obtain a correlation graph [9]. To
construct and analyze the properties of a correlation graph, we must form adjacency
matrix from the correlation matrix. To do this, you need to enter a value which, for the
correlation field, will serve as the distance between the correlated agents. So, if the
correlation coefficient between the two assets is significant, the distance between them
is small, and, starting from a certain critical value, assets can be considered bound on
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the graph. For an adjacency matrix, this means that they are adjacent to the graph.
Otherwise, the assets are not contiguous. In this case, the binding condition of the graph
is a prerequisite.

The use of the complexity of recurrent and visibility graph networks to prevent
critical and crisis phenomena in stock markets has been considered by us in a recent
papers [27; 28]. In this paper, we consider multiplex implementations of these
techniques.

The recurrence diagrams for the visualization of phase space recurrences is based on
Henri Poincare’s idea of the phase space recurrence of dynamical systems. According
to Takens’s theorem [9], an equivalent phase trajectory that preserves the structure of
the original phase trajectory can be recovered from a single observation or time series
by the time delay method: ¥(t) = (uyUiye, ...,ui+(m_1)1), where m — embedding
dimension, 7 — time delay (real time delay is defined as t°At). The recurrence plot shows
the existing repetitions in the form of a binary matrix R, where R; ;= 1, if ¥; it is adjacent
to the state X;, and R;; = 0 otherwise. Neighboring (or recurrent) are states X, that fall

into a m-dimensional region with radius ¢ and center in X;. It is clear that parameters m,
T and ¢ are key when conducting recurrent analysis. The recurrence plot is easily
transformed into an adjacency matrix, by which the spectral and topological
characteristics of the graph are calculated [28].

The algorithm of the VG is realized as follows. Take a time series ¥(¢) = [y1, y2, ...,
vn] of length N. Each point in the time series data can be considered as a vertex in an
associative network, and the edge connects two vertices if two corresponding data
points can “see” each other from the corresponding point of the time series (fig. 1).
Formally, two values y, of the series (at the time #,) and y;, (at the time #;) are connected,
if for any other value (y., %), which is placed between them (that is, 7, < #. < ), the
condition is satisfied y. < ya + (Vs — ya)((tc — ta)/(# — t2)). Note that the visibility graph
is always connected by definition and also is invariant under affine transformations, due
to the mapping method.
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Fig. 1. Illustration of constructing the visibility graph (red lines) and the horizontal visibility
graph (green lines) [16].
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An alternative (and much simpler) algorithm is the horizontal visibility graph (HVG)
[16], in which a connection can be established between two data points a and b, if one
can draw a horizontal line in the time series joining them that does not intersect any
intermediate data by the following geometrical criterion: y,, y» > y. for all ¢ such that
t.<t. <ty (fig. 1).

In multiplex networks, there are two tasks [13]: (1) turn separate time series on the
network for each layer; (2) connect the intra-loop networks to each other. The first
problem is solved within the framework of the standard algorithms described above.
For multiplex networks, the algorithm of the MVG for the three layers is presented in

fig. 2.
L

O

)
<

<&

time

Fig. 2. Scheme for forming bonds between three layers of the multiplex network [13].

The recurrence multiplex network (MCRP) is formed from recurrence plots of
individual layers.

2.1  Spectral and topological graph properties

Spectral theory of graphs is based on algebraic invariants of a graph — its spectra. The
spectrum of graph G is the set of eigenvalues of a matrix S,(G) corresponding to a given
graph. For an adjacency matrix A4 of a graph, there exists a characteristic polynomial
|Al — A|, which is called the characteristic polynomial of a graph Ps(A). The eigenvalues
of the matrix A4 (the zeros of the polynomial |A/ — 4|) and the spectrum of the matrix 4
(the set of eigenvalues) are called respectively their eigenvalues and the spectrum of
graph G. The eigenvalues of the matrix 4 satisfy the equality AXx = AX (X — non-zero
vector). Vectors X satisfying this equality are called eigenvectors of matrix 4 (or graph
G) corresponding to their eigenvalues.

Another common type of graph spectrum is the spectrum of the Laplace matrix L.
The Laplace matrix is used to calculate the tree graphs, as well as to obtain some
important spectral characteristics of the graph. In particular, the positive eigenvalues 4>
is called the index of algebraic connectivity of the graph. This value represents the
“force” of the connectivity of the graph component and is used in the analysis of
reliability and synchronization of the graph.
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Important derivative characteristics are spectral gap, graph energy, spectral moments
and spectral radius. The spectral gap is the difference between the largest and the next
eigenvalues of the adjacency matrix and characterizes the rate of return of the system
to the equilibrium state. The graph energy is the sum of the modules of the eigenvalues
of the graph adjacency matrix. The spectral radius is the largest modulus of the
eigenvalue of the adjacency matrix. Denote by N, the value which corresponds to an
“average eigenvalue” of the graph adjacency matrix N, = —ln(N Z?’zleli) and is
called natural connectivity.

The k-th spectral moment of the adjacency matrix is determined by the expression

m,(4)=1/ ”Z AF, where ], is the eigenvalues of the adjacency matrix, n is the vertex
i=1

of G.

Among the topological measures one of the most important is the node degree k —
the number of links attached to this node. For non-directed networks, the node’s degree
kiis determined by the sum £, = z a; , where a;; — the elements of the adjacency matrix.

J

To characterize the “linear size” of the network, useful concepts of mean </> and
maximum /max shortest paths. For a connected network of N nodes, the average path
length (ApLen) is equal to </>=2/((n(N - 1))21[]. , where [; — the length of the

i>]
shortest path between the nodes. The diameter of the connected graph is the maximum
possible distance between its two vertices, while the minimum possible is the radius of
the graph.

If the average length of the shortest path gives an idea of the whole network and is a
global characteristic, the next parameter — the clustering coefficient — is a local value
and characterizes a separate node. For a given node m, the clustering coefficient C, is
defined as the ratio of the existing number of links between its closest neighbors to the
maximum possible number of such relationships C,,=2E,./(kn(k,—1)). Here k(kn—1)/2
is the maximum number of links between the closest neighbors. The clustering
coefficient of the entire network is defined as the average value C,, of all its nodes. The
clustering coefficient shows how many of the nearest neighbors of the given node are
also the closest neighbors to each other. He characterizes the tendency to form groups
of interconnected nodes — clusters. For real-life networks, the high values of the
clustering coefficient are high.

Another feature of the node is the between’s. It reflects the role of the node in
establishing network connections and shows how many shortest paths pass through this
node. Node betweenness d,, is defined as 0,,, = ¥;.; B(i,m,j)/B(i, j), where B(, j) -
the total number of shortest paths between nodes i and j, B(i, m, j) — the number of
shortest paths between 7, j those passing through the node m.

One of the main characteristics of the network is the distribution of nodes P(k),
which is defined as the probability that the node 7 has a degree k;=k. For most natural
and actual artificial networks there is a power distribution P(k) ~ 1/&", k£0, y > 0.

Also, important topological characteristics are the vertex eccentricity — the largest
distance between m and any other vertex, that is, how far the vertex is far from the other
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vertices of the graph. The centrality of the vertex measures its relative importance in
the graph. At the same time, the farness of a node is defined as the sum of its distances
to all other nodes, and its closeness is defined as the backward distance. Thus, the
centrality of the node is lower than its total distance to all other nodes.

Another important measure is the link density in the graph, which is defined as the
number of links #., divided by the expression n,(n,—1)/2, where n, is the number of
nodes of the graph.

2.2 Multiplex complexity measures

A multilayer/multiplex network is a pair M=(G, C) where G = {G,; a € {1,...,M}}
there is a family of graphs (whether directed or not, weighed or not) G, = (X, E,),
called layers C = {E,p S X, X Xp; @, B € {1,.,M}, @ # B}. The latter is a set of links
between nodes of different layers G, and Gg at @ # . Each element E,, is intralayer
bonds M in contrast to the elements of each Eqp (@ # ), called interlayer bonds.

A set of nodes of a layer G,, is denoted X, = {x{, ..., xy,_}, and a adjacency matrix

a a

as Alal = (ag_) € RNaxNa’ algcj — {(1)’ (xi » Xj ) EE,
For an interlayer adjacency matrix we have Al®Fl = (af‘jﬁ ) € RNe*Na  where

a?jﬁ — {(1): (x{") xjﬁ) € Eaﬁ'_
A multiplex network is a partial interlayer case and contains a fixed number of nodes
connected by different types of links. Multiplex networks are characterized by
correlations of different nature [27], which enable the introduction of additional
multiplexes.
Let's evaluate the quantitative overlap between the various layers. The average edge

"forl<i,j<Nyandl<a <M.

overlap obviously equal w = ¥; ¥.j5; X al[?] /MY Y1 — 602a[a]) and determines
Lag;

the number of layers in which this bond is present. Its value lies on the interval [1/M, 1]

and equals 1/M if the connection (i, j) exists only in one layer, that is, if there is a layer
[ [B]
ij ij
Consequently, this measure can serve as a measure of the coherence of the output time
series: high values w indicate a noticeable correlation in the structure of time series.

The total overlap 0% between the two layers a and f8 is defined as the total number

of bonds that are shared between the layers a and g :0%f =Y, afj-ag-, where a # (.

For a multiplex network, the vertex degree k& is already a vector
k; = (klll], ces ki[M]), where kl[u] is the degree of the node in the layer, that is, while the
elements of the matrix of adjacency for the layer. Specificity of the vector character of
the degree of the peak in multiplex networks allows for the introduction of additional
interlayer characteristics. One of these is the overlap of the node’s degree
0, =Mkl
i a=1"M™; -
The next measure quantitatively describes the interlayer correlations between the
degrees of the selected node in two different layers. If, chosen from M the layers of the

a such that al® = 1,a;;'=0V f # «. If all layers are identical, then w = 1.
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pair (@, B) characterized by the distribution of degrees P(k!*)), P(k!1), the so-called
interlayer ~ mutual  information is  determined by  the formula
lop = SYP (k! kBl log((P (k!el, k[ﬁ]))/(P(k[”‘])P(k[ﬁ]))), where P (k! k£ is
the probability of finding a node degree k[*! in a layer a and degree k!#! in a layer f3.
The higher the I, g value, the more correlated are the distributions of the levels of the
two layers, and, consequently, the structure of the time series associated with them. We
also find the mean value I, g for all possible pairs of layers — the scalar value < I, g >
that quantifies the information flow in the system.

The quantity that quantitatively describes the distribution of the node degree i
between different layers is the entropy of the multiplexed degree
S;=-yM, ki[a] Jo; In( ki[“] /0;). Entropy is zero if all nodes are in the same layer and
vice versa, has the maximum value when they are evenly distributed between different
layers. That is, the higher the value S, the even more links evenly the nodes’
connections are distributed between the layers.

A similar magnitude is the multiplex participation coefficient

2
Pp=M/(M-1) [1 — Z’zl(k}“]/oi) ] P; takes values on the interval [0, 1] and

determines that homogeneous links of node 7 are distributed among M the layers. If all
links of the node i lie in one layer, P; = 0 and P; =1 if the node has a precisely defined
number of links in each of the M layers. Consequently, the larger the coefficient P; is,
the more evenly distributed the participation of the node in the multiplex.

Obviously, the magnitudes S; and P; are very similar. We will show that some of
these spectral and topological measures serve as measures of complexity of the system,
and the dynamics of their changes allows us to build predictors of crisis situations on
financial markets.

2.3  Experimental results and their discussion

In our recent work [26] we investigated the multiplex properties of the most capitalized
stock indices for the period from 01/01/1983 to 10/01/2019. Here we will add an
analysis of their complex network properties, while also preserving the analysis of
multiplex properties for a whiter period of time, but including the COVID-19 crisis
[23]: 02/01/2004 — 17/08/2020 [34]. In addition, for the first time, we are examining
the network complex properties of the CCI30 crypto index and comparing them with
the properties of the multiplex network of the 3 most capitalized cryptocurrencies
included in the CCI30 index basket. For the crypto market, the period under
consideration corresponds to the time the index was observed: from 07/08/2015 to
17/08/2020 [7]. The time series of daily values of stock market indices were selected
as databases, which contained significant changes in the indices, and were identified as
crisis phenomena [15]. Daily values of cryptocurrency prices for a period comparable
to the CCI30 index were borrowed from [33]. Among the set of stock indexes are the
following: SP (S&P500) — USA; DAX (DAX PERFORMANCE-INDEX) — Germany;
N225 (Nikkei 225) — Japan; HSI (HANG SENG INDEX) — China; GSPTSE (S&P/TSX
Composite index) — Canada.
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Up to three selected cryptocurrencies include the following: Bitcoin — BTC;
Ethereum — ETH; Litecoin — LTC.
Their comparative dynamics on a relative scale is shown in fig. 3.
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Fig. 3. The dynamics of the daily values of the selected stock market indices (a) and
cryptocurrencies and CCI30 (b).

Despite a slight difference in the time series dynamics, the main trends (both rising and
falling — actually crises) are observed for all time series.

Crypto index CCI30 refers to a number of emerging crypto indices [32] similar to
many stock market indices. CCI30 is an index that is designed to objectively measure
the overall growth, daily and long-term movement of the blockchain sector. This allows
you to track 30 cryptocurrencies by market cap. This index serves as a tool for passive
investors to participate in this asset class and an industry benchmark for investment
managers. The main characteristics of the CCI30 index are: 1) versatility;
2) reproducibility; 3) transparent; 4) provides comprehensive coverage of the entire
sector; 5) represents the best possible risk-adjusted performance profile. The CCI30
was launched on Jan 1st, 2017. Its starting value is arbitrarily set at 100 on Jan Ist,
2015. Members are automatically selected from the top 30 cryptocurrencies by adjusted
market cap and included in the index. The minimum number of constituents required
to obtain statistical significance was set at 30. Because using more components will
lead to higher fees without significantly improving performance, and using fewer than
thirty components will run the risk of reduced performance, lack of diversification,
decreased statistical significance, and wasted opportunities to pick the next leader. To
date, having hit the top 30 cryptocurrencies, CCi30 captures approximately 90% of the
cryptocurrency market capitalization. With this scope, the index statistically represents
the entire cryptocurrency market with a confidence level of 99% and a confidence
interval of 1.11. The margin of error of the index value as an indicator of the market is
just 1.11%. To calculate the weights for each cryptocurrency, you first need to calculate
the adjusted market cap. Market capitalization is not calculated as some instantaneous
number — the volatility in the cryptocurrency market is such that it too destabilizes the
composition of the index. Instead, the CCI30 uses an exponentially weighted moving
average of the market cap. Weighted average market cap helps smooth out volatility to
give the most accurate portrait of market cap at any given moment.



61

The weight of each constituent cryptocurrency is measured by the square root of its
adjusted market capitalization. The square root function was chosen as a hybrid that
most accurately weighs the constituents based on the current cryptocurrency market
conditions. A simple weighted market cap index would be dominated by the two
leading cryptocurrencies, while a slower declining weight, or in a pinch, equal
weighting, would give too much weight to the tiny illiquid cryptocurrencies at the
bottom of the range. In order to accurately capture market movements, restrictions or
minimum values for the weight of cryptocurrencies are not applied. The index is a better
investment vehicle than Bitcoin itself, and a much safer approach than trying to pick
individual coins. Investing in an index allows you to profit from the unpredictable
growth of some cryptocurrencies, while limiting losses associated with the fall of
others.

The spectral and topological properties of both stock market indices and the CCI30
index were calculated. The calculations were carried out using the moving window
algorithm. In the case of stock indices, the window size was chosen equal to 250 days,
and the window offset was equal to 5 days. In the case of a more volatile crypto market,
the window size was chosen equal to 100 days.

Figure 4, using only two measures as an example, shows their typical dynamics. It
follows from the figure 4 that in the pre-crisis period the system has a higher
complexity. In this case, node degree takes maximum values, while the average path
length, on the contrary, is minimized. After the crisis, the opposite picture is observed.

Calculations of spectral and topological measures by methods of MVG, MCRP were
carried out in the following way. For the selected window, the corresponding graphs
were constructed and the spectral, topological and multiplex properties were calculated.
Next, the window was shifted step by step, for example, one week (5 trading days) and
the procedure repeated until the time series were exhausted. Knowing the time of the
onset of the crisis and comparing the time series with the dynamics of a certain
indicator, it is possible to investigate its dependence on certain the characteristic
changes in the stock market: pre-crisis, crisis and post-crisis periods.

The results of calculations for revived time series of graphs are shown in figures 5-
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Fig. 4. Window dynamics of spectral kmax and topological ApLen complexity measures for the
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calculated for a sliding window (w) of 250 days in increments (At) of 5 days. Moments of
major stock crises are indicated.

—S&P500

=
)

o
o

S&P500, measures
S
=

=
o

time, days

Fig. 6. Nodes degree overlap and the total overlap calculated for a sliding window (w) of 250
days in increments (At) of 5 days.

Figures 5-6 show that the pair of parameters S, P in figure 5 is antisymmetric to the pair
parameters o, O of figure 6. However, all of them in a characteristic way (decreasing or
increasing before the crisis) signal about its possible onset.

Similar calculations were carried out for the CCI30 index (figures 7-8). As in the
case of a multiplex visibility graph, multiplex recurrence measures are also informative
indicators-predictors of crisis phenomena.

Parameters such as the width of the window w and the step A¢ of its displacement
along the time series are important. When w is small, the degree of complexity
fluctuates noticeably, reacting not only to crises, but also to more or less noticeable
fluctuations of the index. On the contrary, with too much window width there is a
noticeable smoothing of the appropriate measure and if two crises are at a distance that
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is smaller w, the indicators of both crises are averaged and less informative. If you
choose an oversized parameter Az, you might miss the actual crisis that distorts the

indicator.
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Fig. 7. MVG complexity measures: the entropy of the multiplexed degree and the multiplex
participation coefficient.
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Fig. 8. MVG complexity measures: nodes degree overlaps and the total overlap.

Multiplex networks are actively used to simulate complex networks of different nature:
from financial (banks [2], stock market [19], guarantee market [14]) to social [30].
Particular attention should be paid to the work [19], in which the above multiplex
measures are analyzed for the subject of correlations with known stock markets crises.
Yet there is no systematic analysis of network and multiplex measures and the
construction of indicators-predictors of the crisis phenomena in the stock market.
Therefore, our studies to some extent fill this gap.
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3 Conclusions

We have demonstrated the possibility of studying complex socio-economic systems as
part of a network paradigm of complexity. A time series can be represented in an
equivalent way — a complex/multiplex network, which has a wide range of
characteristics; both spectral and topological, and multiplexed. Examples of known
financial crises have shown that most of the network measures can serve as indicators-
precursors of crisis phenomena and can be used for possible early prevention of
unwanted crises in the financial markets. They are an extension of the already proposed
by us and “working” indicators, which use other measures of complexity.

It should be noted that the proposed indicators-precursors do not solve the more
general problem of forecasting future values or trends of the stock market. In this way,
it is possible to use new approaches or alternative methods based on algorithms of
(deep) machine learning [5; 8; 11].
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Abstract. This article discusses the optimal management of the distribution of
the net income of an oil and gas company, taking into account risks. The utility
function for the investigated enterprise acts as an optimality criterion. The control
parameter is the distribution of the shares of net income for its optimal
distribution in the selected areas. As a numerical implementation of the proposed
algorithm, the activity of a catch oil and gas enterprise in the period 2018-2022
is considered. The optimal distribution of the received net income is given taking
into account the discount rate and deductions to the State budget of Ukraine. The
proposed algorithm can be used for optimal management of the company’s
financial activities.

Keywords: modeling, optimization, management, profit.

1 Introduction

An existing enterprise of the oil and gas complex in modern conditions should pay
special attention to risk management. The main goal of the company is to maximize
profit. Achievement of this task will be possible only if all risks affecting the operation
of the enterprise are considered. The authors [10; 46] show that the SARS-CoV-2
coronavirus that causes the COVID-19 leads to uncertainty in various areas of
economics, finance, risk management, social development, etc. They review scientific
materials, according to the study the impact of COVID-19 on global health security,
business risk management and other areas.

Risk management needs to be coordinated across the organization. All types of risk,
both internal and external, should be managed in a comprehensive manner. One of the

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).
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approaches to reduce the risk of an enterprise is to predict the occurrence of a risk event
and take appropriate measures to reduce it. Here the problem arises in the allocation of
appropriate funds to prevent a risk situation. This study allows you to obtain the optimal
distribution of cash flows required to reduce possible risky transactions. The total
amount of necessary funds is taken as a part of the profit received, i.e. the optimal
distribution of the company’s profits also takes into account measures to reduce the
degree of risk at the enterprise. The ability to optimally manage risky operations allows
top management to obtain financial stability, competitiveness and stable profitability of
an oil and gas company.

2 Literature review

Socio-economic instability, which is manifested at the present time, suggests that
enterprises should devote the most important role to risk management in order to ensure
a stable financial and economic condition of the enterprise. Ernst & Young reports the
most important types of risks that occur in the activities of an oil and gas company [37;
48]. In [45], an analysis of the activities of oil and gas companies from the Fortune 500
list is carried out: ExxonMobil, Chevron, ConocoPhillips, Baker Hughes, Valero
Energy, and Frontier Oil Corporation. The authors deeply analyze the types of risks that
exist in the activities of these companies, including those associated with an increase in
production capacity. This analysis allowed to diversify the risk portfolio and improve
the financial stability of the company.

Many economists pay special attention to the problem of risk management and in
their works reflect the basic concepts of the methodology and practice of risk
management. To assess the external risks of foreign economic activity of an enterprise
in [31], it is proposed to apply a three-dimensional model for assessing and identifying
risks, as well as to use a tabular description of the enterprise’s activities. The authors in
[40] presented a scientific approach for assessing the external economic security of an
enterprise. The main mechanisms for managing the anticipated risks and the stages of
the implementation of the task are proposed. This approach allows a comprehensive
approach to assessing the external economic security of an enterprise.

In [16], the authors consider synergetic models in the management of oil and gas
companies. The types of models for describing and predicting oil and gas development
are analyzed — exponential, logistic, allometric, Kohlrausch, hyperbolic are analyze. It
is proved that synergetic models more fully and adequately describe the processes that
take place in the integrated systems of strategic management of oil companies.

The technology of teaching risk management using a business game is considered in
[6]. It is believed that in order to improve the qualifications of employees of the
enterprise, it is necessary to use interactive methods of training, which will make it
possible to further reduce operational and other types of risks. In [49], the authors
explore the possibility of applying the theory of dynamic knowledge creation for
training corporate employees. To obtain the most productive result, it is proposed to
combine the relationship between dynamic knowledge creation and the learning process
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at the enterprise. This approach leads to a decrease in the operational risk of the
enterprise.

The authors of [7] propose a methodology for considering alternative strategies for
controlling business processes associated with risk reduction. The characteristics of the
methods of risk research, as well as their level of practical use are given. In [5], a
discrete dynamic problem of managing the innovation process at an enterprise is
considered, taking into account risks. To manage technological innovations at the
enterprise, a phase vector of three components is built. The constructed model makes it
possible to predict data when constructing optimal processes. The innovation process
at the enterprise, described by the discrete dynamic model [3], is investigated. The
proposed algorithm assumes the management of parameters of the influence of the
activities of the enterprise, as well as the consideration of various risks. The model of
operational management of the enterprise activity based on the task of adaptive
management has been developed. Optimal management of investment flows of an
enterprise is considered in [35].

For enterprise management, an algorithm for modeling a multi-criteria function was
proposed [27]. A system of indicators has been built that allows evaluating the activities
of an enterprise based on an integrated index. This indicator is based on a partial utility
function. The proposed methodological approach takes into account the main
characteristics of the enterprise’s activities with the possibility of their classification
and systematization. In [14], the issues of the emergence of diversification risks at the
enterprise are considered. Analysis of factors is carried out. which affect these risks in
the economic activities of the enterprise. The systematization of the causes of the
emergence of risks and their possible consequences, depending on the strategy of the
enterprise is carried out.

In [25], the political risk to security in an oil and gas company is considered. The
authors show that there are risks at different levels: transnational, national and the level
of human security. Investing in an oil and gas company depends on the risk
management strategy. Due to the increased frequency of terrorist attacks in oil and gas
companies, it is proposed to pay more attention to the risk of political security and apply
an integrated approach to risk management.

In [20], an approach to risk assessment is proposed, taking into account the
properties of emergence and re-emergence in the process of risk assessment to prevent
and predict the risks of the activities of oil and gas enterprises. Taxonomic procedures
and methods of factor analysis were identified, taking into account the properties of
emergence, which will allow for a comprehensive assessment of risks and create a
foundation for their assessment and forecast of their dynamics.

One of the methods of risk prevention is to eliminate the source of risk through
specific measures. A narrow approach is to prevent risk through insurance premiums.
The insurer is the initiator of this approach. Insurance companies create an optimization
portfolio of financial instruments taking into account risk minimization [21; 36].

In [28], an approach was developed to assess the index of economic stability of an
enterprise, based on an integral indicator. For the study, the authors used fractal analysis
in combination with elements of the theory of a fuzzy set. The proposed method makes
it possible to assess the effective activity of an enterprise in conditions of incomplete
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information. In [9], the authors suggest paying special attention to risk management
issues. This is due to the fact that business decisions are always made in the presence
of certain types of risk and optimal risk management leads to their reduction. This is
especially true for long-term investment in an oil and gas company, since the amount
of investment may exceed US $ 1 billion.

The authors of [11] use Vector Autoregressive (VAR) and Vector Error Correction
Models (VECM) to study the impact of a jump in oil prices on stock returns in 12
European countries that import oil. It was shown that the real profitability of stocks
depends on the reasons for the jump in oil prices. The performance of most European
stock markets is negative in relation to the change in oil prices and is mainly determined
by oil supply shocks.

The amount of products produced in the oil and gas complex should be optimal from
the point of view of its implementation. If this condition is violated, an imbalance
occurs in the country’s energy system. In [15], the authors used an improved
methodological approach to assess the energy independence of the country and regions.
In studies, to analyze the energy dependence of some fear of the world, the coefficient
of covering consumption by the production of fuel and energy resources was used. On
the basis of the integral indicator of energy independence, a comparative analysis of the
regions by the level of energy was carried out. The authors in [8] investigated the
volatility of the stock market and the oil market. They considered volatilities of two
types: implied and realized volatilities. It is shown that the relationship between
volatility is present only for implied volatility.

An in-depth analysis of the financial risk of manufacturing companies is presented
in [17]. It is shown that Chinese listed companies have gone bankrupt due to market
competition. This happened due to the crisis of financial risks, which becomes more
and more complex with the development of society. The authors propose a new concept
of financial risk in a manufacturing enterprise, which involves risk management
mechanisms.

The work [13] is devoted to a comparative analysis of the complexity of traditional
stock indices and social responsibility indices using the example of Dow Jones
Sustainability Indices and Dow Jones Industrial Average. A comprehensive assessment
of complexity reveals the nature of the effectiveness of social responsibility indicators
and opens up new opportunities for investor risk management.

In [18], the risks associated with the redistribution of rental relations between the
state, the region and the mining company are considered. The identified risks were
grouped using the expert method and their importance was assessed. The results
obtained suggest the optimization of the use of natural resources, taking into account
the risk minimization strategy. The work [47] considers the counterparty risk associated
with its default. The authors propose a model for quantifying credit adjustment without
the assumption of independence between default and exposure. An analysis of the
activities of corporations to ensure their competitiveness is presented in [24]. In modern
conditions, with the advent of new information and innovative technologies, both the
level of competition in the financial market and the transformation of risks are
increasing. The development and practical implementation of innovative projects
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should be integrated into a dynamic competitive business environment and rely on
advanced information technology.

The authors in their work [26] analyzed the impact of enterprise risk management
on the financial performance of 12 companies. It has been shown that the best indicators
of profitability, liquidity and productivity improvement of a company occur when there
is oversight of the enterprise risk management department by the company’s Board of
Directors. Depending on the size and complexity of the company, a more complex
enterprise risk management framework needs to be employed. Particular attention is
paid to the relationship between enterprise risk management and the audit committee,
senior management and the chief risk officer [30]. To study the mutual influence, a
non-experimental correlation approach was used. Based on correlation and regression
analyzes, it is shown that the effectiveness of enterprise risk management depends
significantly on the opinion of the risk director, the presence of an audit committee and
the support of senior management. In [22; 23], attention was paid to modeling the
assessment of the tax consciousness of tax subjects under conditions of uncertainty and
risk. Based on the results of the study, the optimal combination of tax structural
components of consciousness is calculated to maximize its level and reduce tax risks
arising in the process of functioning of the state and taxpayer organizations.

The activity of any enterprise, especially oil and gas, is aimed at increasing the
economic potential of the country. One of the main indicators is GDP. Forecasting and
control of its components are presented in works [29; 34]. To predict macroeconomic
indicators, artificial intelligence methods are widely used, in particular, neural networks
and elements of the theory of fuzzy logic [32]. Noteworthy is the original approach to
modeling the economic indicators of different countries, when initially all countries are
segmented into a number of clusters based on key features, each of which unites
countries according to the type of behavior. And already within the framework of each
individual cluster, forecasting models of the studied macroeconomic indicators are
built. This approach can be used in modeling and forecasting the performance
indicators of an oil and gas company.

One of the main criteria for the operation of an oil and gas enterprise is resource
security [39], which consists of economic actors, environment and purposeful economic
process. Risk analysis and management is carried out in order to optimize national
resource security. Based on the research, a comprehensive mechanism for supporting
innovative research and the safety of technological resources was developed.

In modern conditions, new information technologies come to the fore in production
activities. One of the areas of product implementation is electronic commerce [42]. The
authors assess the impact of e-commerce on enterprise profits. A comparative analysis
of traditional enterprise trade and electronic commerce is carried out. The work
developed a model of price competition between companies. A model of a mixed
strategy of a company for the sale of goods is considered. In [44], the Salop model with
symmetric product differentiation is considered to analyze the expansion of the e-
commerce market. The paper shows that the seller’s income increases proportionally
with the number of buyers. The analysis of advertising costs increases cubically with
the number of buyers. The analysis of the optimal advertising costs in the competitive
equilibrium model with free access is carried out. The ability to predict product sales is
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possible based on the Bass model [33]. This model allows you to get the maximum
profit for the enterprise at the best price.

In [41], based on the definition of the integral indicator, a model of socio-economic
development is investigated. The research uses the methods of factorial, correlation and
regression analyzes, as well as the method of expert estimates. The proposed algorithm
allows you to efficiently analyze data and obtain adequate integral indicators, incl. and
at the enterprises of the oil and gas complex.

A comprehensive study of enterprise innovation processes is especially relevant in
the current Industry 4.0 environment [4]. This paper proposes an algorithm for creating
a model for managing innovation at an enterprise based on a multi-criteria optimization
problem. In a comprehensive study of enterprise risks, it is necessary to take into
account the risks associated with IT technologies [2]. Informatization and
computerization of production processes suggests that this type of risk is relevant and
its study requires due attention. For the successful operation of an enterprise, it is
necessary not only to produce products, but also to find consumers. For the prompt
processing of information at the enterprise, it is necessary to have software that allows
the creation and processing of large volumes of information. In [19], a technology for
storing and processing data is proposed.

In [43], a three-level information system for managing business processes was
developed. The web-application includes the necessary functional blocks for e-
commerce. This system allows for electronic interaction between sellers and buyers.

Analysis of the scientific, theoretical and practical results of the study shows that it
is necessary to conduct additional research on the integrated management of enterprise
risks in order to optimize them.

The methodological basis of this research is the following scientific research
methods: statistical analysis; correlation and regression analysis; factor analysis;
simulation modeling; optimization theory; the Pontryagin maximum principle.

3 Discussions and results

The result of this study is to find the optimal management of the distribution of the net
profit of an oil and gas company. The study of historical data allows you to obtain a
regression equation that reflects the dependence of the company’s net profit P(f) on
independent variables. The indicators reflecting the areas of use of net profit act as
independent factors. Let’s represent the regression equation in the form:

P(t) = ag + Xiz1 aiX; () (1

where ap — is the free term in the regression equation; a; — regression coefficients
(i=1n):X ;(t) — independent variables (i = 1,n).We will assume that the resulting
linear regression equation for independent factors is adequate and its coefficients are
significance.

Thus, we get that on the basis of historical data it is possible to predict the received
profit of the company for future periods. To do this, you need to use the regression
equation (1). To obtain the necessary predicted data for independent variables, it is
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necessary to use the laws of distribution of these variables, as well as external and
internal factors of influence on the operation of the enterprise.

The task is to determine the optimal use of net profit for transferring the system from
the initial state to a given final state. The objective function is the utility function of the
investigated enterprise. The management parameters are the shares of net profit aimed
at achieving the assigned task. To solve the problem of optimal management of the
distribution of the company’s net profit, it is necessary to solve the following system of
equations.

1. A system of differential equations:

ax;(t . P
FO =y X +V,(0), (=Tn) )
where u; — rate of change of the i-th studied variable X;(t); V;(t) = v;P(t) —

management functions; v; — control parameters (0 <v; <1, i = 1,n s v < 1)
2. Initial conditions:

Xi(to) = X A3)
3. The utility function for the enterprise:

[T exp(— 6 O)(1 — 1y exp[ - vi(OP(OT dt + Ty biX; (T) > max  (4)

where b; — coefficients of the variables under study at a finite time 7' (obtained from the
transversality condition); § = In(1+ i) — interest accrual rate; i — interest rate
(discount) (%).

As a result, we obtain a mathematical model of the optimal distribution of the
company’s net profit. It is assumed that the independent variables are transferred from
a given initial state to a given final state along an optimal trajectory with respect to the
control parameters. To solve the resulting system (1) — (4), we use the Pontryagin
maximum principle [1; 38].

Let us find a solution to the problem posed for the case of distribution of net profit
in four directions and a linear regression equation. The main areas of use of net profit:
X1 — capital investment; X, — deductions for social events; X3 — costs of monitoring the
operation of underground gas storage (UGS); X4 — deduction to the State budget of
Ukraine. In the model, we assume that the deduction to the State Budget of Ukraine is
a constant percentage of the company’s net profit. In the further listed implementation,
we will consider several possible options (30%, 40%,45%).

To solve the problem, we construct the Hamiltonian function:

H() =35, Vi) X (0 + vi(OP()) + e % (1 — Ti, e iOP®) (5)

where P(t) = (1 —v,)m(t); ¥;(t) — auxiliary functions found from the system of
differential equations (6):

dwi(t) St —vs . ==
P = — (0 + (A = v)G[EL, ¥ (Dvi(D) + e ¥ ™ OPOR, (j = T3),(6)
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Auxiliary functions must satisfy the transversality condition:
Yi(T) = —b;, (i = 13) (M

The optimal control parameters are as follows:

R R (L) (8)
As a numerical implementation of the proposed algorithm, we will consider the
activities of a conditional oil and gas enterprise. We will use the results of their
activities in 2018 as initial data. Consider the options for distributing the company’s net
income for a five-year period. To solve this problem, it is necessary to set the numerical
values of the independent variables in 2022. The initial data for the calculation are
presented in table 1.

Table 1. Oil and gas enterprise activity data, thousand UAH

Indicators 2018 2022
z(f)  Netincome 329939 1250138
Xi(f) Capital investment 80000 179920
X2(f)  Contributions to social events 70092 105348
X3(t) Costs of control over the 48475 116340
operation of USG
X4(f) Deduction to the State Budget 98981 375041

of Ukraine, (30%)
Consider several options for the optimal distribution of net profit, depending on the
fixed amount of distribution to the State Budget of Ukraine and the discount coefficient.
For the numerical implementation, we assume that the initial conditions (3) have the

following form: X;(2018) = 1, (i = 1,3). We transform the regression equation (1) to
the form:

n(t) = —0,3277 — 0,0364X, — 1,0299X, + 2,3941X, 9)

Table 2 shows the optimal distribution of net profit in three areas, taking into account
the discount rate equal to zero and deductions to the State Budget of Ukraine of 30%
of the net profit received.

Table 2. Dynamics of financial flows of an oil and gas company 2018-2022 (§ = 0, v, = 0,3)

Indicators 2018 2019 2020 2021 2022
(t) 1 1,305 1,851 2,669 3,789
Xi(d) 1 1,141 1,388 1,754 2,248
Xa(1) 1 1,059 1,161 1,308 1,503

X3(1) 1 1,155 1,431 1,841 2,400
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Table 3 shows the optimal share distribution of net profit for the proposed areas of use
without taking into account the discount coefficient when deducting 30%, 40% and
45% of the company’s net income to the State Budget of Ukraine.

Table 3. Share distribution of net income of an oil and gas company 2018-2022 (§ = 0)

Indicators 2018 2019 2020 2021 2022

v, =0,30
v, (0 0 0,099 0,139 0,145 0,136
v, () 0 0,042 0,060 0,063 0,060
vi(1) 0 0,107 0,153 0,160 0,150
vy = 0,40
v, (0 0 0,099 0,122 0,111 0,094
v, (f) 0 0,047 0,059 0,054 0,046
v, (?) 0 0,166 0,205 0,189 0,159
v, =0,45
v, (0 0 0,125 0,177 0,184 0,173
v, () 0 0,053 0,077 0,080 0,076
v,(0) 0 0,137 0,194 0,203 0,191

Table 4 shows the optimal distribution of the share distribution of net income according
to the proposed variables and the trajectory of financial flows, taking into account the
intensity of interest accrual and contributions to the State Budget of Ukraine of 30% of
net income.

Table 4. Dynamics of financial flows of an oil and gas company 2018-2022 (§ = 0,05;

v, = 0,30)
Indicators 2018 2019 2020 2021 2022
(1) 1 1,399 1,983 2,772 3,789
X, 1 1213 1488 1,831 2248
v, (t) 0,134 0,137 0,125 0,110 0,096
X, (0 1 1,134 1,263 1,387 1,503
v, (7) 0,137 0,088 0,055 0,034 0,021
X, (1) 1 1,227 1,531 1919 2,400
NG 0,131 0,145 0,138 0,124 0,110

Tables 1-4 show the optimal distribution of the company’s net income in the period
2018-2022 depending on the deductions to the State budget of Ukraine and the discount
factor. Analysis of the results obtained shows that the maximum share of deductions
from net income excluding discounted flows falls on 2021, and taking into account the
discounting factor falls on 2018.
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4 Conclusions

From the point of view of economic efficiency, the developed model makes it possible
to optimally distribute the profit of the enterprise, within the limited financial resources,
to manage environmental risks. The cost of managing environmental risks does not
increase compared to traditional profit sharing approaches. The developed model is
applicable both for the entire system of enterprise risks that are interconnected and for
individual environmental risks and industrial groups. This is achieved by taking into
account in the model the amount of damage, and not the amount of risk. The use of the
developed model will reduce the costs of risk management by 10-15% in conditions of
uncertainty and, accordingly, increase the profit of the enterprise by 15-20%, which
will generally increase environmental sustainability. It should be noted that losses from
environmental disasters are the largest and most difficult to predict. Therefore, the
optimal distribution of profits for risk management and efficiency from investment in
safety will not only reduce costs, but also reduce the likelihood of unforeseen
consequences that may affect the environment.

In this paper, we consider the problem of optimal management of the company’s net
income. The distribution of net income occurs in the most important areas of its use.
One of the main directions is the use of the obtained profit to prevent possible damage
from various risks. In this setting, a mandatory deduction to the State Budget of Ukraine
is assumed. Optimal management of the company’s income is simulated, with these
deductions of 30%, 40% or 45%. Tables 2 and 3 show the distribution of net income
for the period up to 2022 excluding the discount factor. Table 4 shows the dynamics of
financial flows and the share distribution of the net income of the conditional oil and
gas company, taking into account the discount factor and deductions to the State Budget
of Ukraine in the amount of 30% of the net profit (6 = 0,05; v, = 0,3).

This mathematical model can be used as a guideline for the adoption by the top
management of the enterprise of a long-term plan for its development.
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Abstract. Topicality of modeling information transparency is determined by the
influence it has on the effectiveness of management decisions made by an
economic entity in the context of uncertainty and information asymmetry. It has
been found that information transparency is a poorly structured category which
acts as a qualitative characteristic of information and at certain levels forms an
additional spectrum of properties of the information that has been adequately
perceived or processed. As a result of structuring knowledge about the factor
environment, a fuzzy cognitive model of information transparency was
constructed in the form of a weighted digraph. Structural analysis and scenario
forecasting of optimal alternatives of the fuzzy cognitive model made it possible
to evaluate the classes of factors, identify their limited relations, establish the
centrality of the roles of information transparency and information and
communication security in the system built and evaluate their importance when
modeling the situation self-development. Information visibility, reliability and
availability have been found to have the strongest impact on the system. Taking
into account different initial weights of the key factors — information
transparency and information and communication security — the study
substantiates the strategic ways for economic entities to achieve their goals in the
context of uncertainty and information asymmetry, which allows us to use this
approach as a tool for strategic management in the information environment.

Keywords: information transparency, forecasting, fuzzy cognitive modeling,
digraph, factors, relations, strategic management.

1 Introduction

Information transparency is a possibility for any economic stakeholders to track the
chain of actions and stages of forming the information content [29] which is important
enough to make effective management decisions. On the one hand, information

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).
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transparency in required scope ensures that its provider can be held accountable for the
content and consequences of its disclosure, while on the other it builds trust and reliance
on a company and reduces alienation between interaction parties [15]. That is, systemic
information transparency determines positive expectations regarding company
development, builds up confidence and improves business climate, which is always
relevant in the context of competition, economic downturn, changes in socio-political
and socio-economic vectors of development.

From the point of view of content understanding, information transparency is
interpreted by authors [6] as a requirement, norm, standard or as a goal which, being
set, defines the specifics of achieving it. Thus, transparency as one of the 8 major
characteristics of the Good governance concept [26] means that decisions taken and
their implementation follow rules and regulations. It also means that information is
freely available and directly accessible to those who are affected by the decisions and
their enforcement. According to the concept, main attributes of information are the
scope of information provided and that it is provided in easily understandable forms
and media. Another approach can be found in the article [25] whose authors define
transparency as perceived quality of the information intentionally shared by its sender.
We believe that information transparency is a poorly structured category which
nevertheless is a qualitative characteristic of information and at certain levels forms an
additional spectrum of properties of the information which has been adequately
perceived or processed. Ambiguity of information transparency complicates drawing
its overall portrait for comprehensive research and identifying its optimal level for
different economic entities and their various purposes.

Furthermore, in economics poorly structured categories are generally studied by
means of soft modeling including dynamic cognitive modeling and cognitive mapping.
In our case, information transparency is the object of the research, while cognitive
modeling of how transparency and its constructs influence each other is its subject.
Scientific search is aimed at structuring the information transparency factor
environment, identification of strategic changes in its level and the levels of its factors
which result in accelerated and decelerated development of the system, extracted from
a specific eco-socio-economic environment during t period. Information types, degree
of completeness of information, the type of the company’s operations, its size,
organizational and legal form are decisive factors for characterizing its information
transparency.

The openness of the organization's activities and management decisions, disclosure
of information in a complete, timely, reliable and understandable form creates space
for the formation of transparency in business for the main groups of stakeholders:
employees, investors, consumers, suppliers, creditors, government and local
authorities, etc. [5; 12; 17; 19; 20].

Own approach to the definition of information transparency of business entities is
proposed in the research [34]. The authors of the study understand information
transparency as providing free access for all stakeholders to information about various
areas of the enterprise's activities, management status, ownership structure, and other
data that will be useful for making decisions on interaction with this entity. The authors
of the article consider information transparency in two aspects: external and internal.
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The external aspect contributes to the formation of a positive image and increases the
competitiveness of the enterprise. The internal aspect forms trust within the
organization. The authors argue that information transparency is an important tool in
the process of preventing and combating economic crime.

Transparency is an integral part of public administration, which is considered in the
article [30]. Transparency is determined by the degree of citizens' awareness of
important manifestations of the material and procedural aspects of the activities of state
authorities and local self-government. The author of [9] notes a close relationship
between information transparency of companies and the corporate governance model.
A high level of information transparency contributes to the formation of a high-quality
model of corporate governance, increasing investment attractiveness. According to the
[11] information transparency is a conceptual basis for solving investment risk
problems. In the [15] it is noted that the availability of information and transparency
helps to strengthen the reliability of the company and reduce misunderstandings
between the organization and stakeholders.

Transparency as an openness that allows stakeholders to receive the necessary
information for making informed decisions considers in [32]. Availability, timeliness,
relevance, and quality are considered characteristics of transparency. At the same time,
the lack of transparency is the basis for the development of corruption, it negatively
affects economic growth in any industry. Increasing information transparency helps to
improve management transparency.

The author of [24] considers transparency as a function that has three variables. This
function consists of the owner of the information, the information, and the persons who
have access to the information. Transparency is seen as a way of regulation, democracy,
and efficiency. Possession of information facilitates control over the entity. At the same
time, transparency is not a category that must maximize. The optimal level of
transparency is between “highly desirable” and “necessary”.

In the article [33] considers two conceptual approaches to transparency. The first
approach looks at information transparency, which involves increasing the quantity and
quality of information available to stakeholders. The second approach looks at
accountability, which manifests itself in the strengthening constraints on employees to
hold them accountable for their actions. So, on the one hand, transparency is a means
of transmitting information and on the other, it is a tool that restrains the actions of
officials. The article substantiates that due to different types of transparency and their
economic effects, it is impossible to introduce a single quantitative indicator to measure
the level of transparency.

Thus, for economic entities information can be transparent, partially transparent or
nontransparent. The main parameters of information transparency management are
time, tactical, strategic and technological constrains on the flow of information for a
limited or unlimited number of stakeholders. Information flow in the research [6] is
characterized by the following parameter tuple:

<1, IP, IR, IM, IE>, (1)

information (I), information provider (IP), information receiver (IR), information
medium (IM), and information entity (IE).
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It seems reasonable to add information constraints (such as on the scope of
information usage) to this set of defined parameters. It is also appropriate to take into
account the period with its inherent social and economic trends, which can ensure more
accurate and adequate interpretation of results. The authors [6] place emphasis on the
importance of subject affiliation when studying the risks of achieving information
transparency, which explains different quality of certain level of information
transparency for different stakeholders. Information receivers and media also differ in
terms of their goals, capabilities and time allocated to the operation, which should also
be taken into consideration when assessing the feasibility of increasing or reducing
information transparency in order to improve rather than aggravate the situation.

Transparency depends on information type (financial, non-financial, business, public,
private etc.) so basic transparency attributes will be further explained through specific
characteristics that determine the specialization of a particular type of information. By
way of example we can mention corporate information: corporate transparency is
defined as widespread availability of relevant, reliable information about periodic
performance, financial position, investment opportunities, governance, value, and risk
of publicly traded firms [3]. Also, taking into account subjective nature of information
(for example, information for external stakeholders) a company's external information
transparency determines the degree of completeness of information regarding its own
business activities, provided by each company to the market [31].

2 Materials

One of the main attributes of information transparency is visibility of information content
which in its turn is determined by general availability of information, accessibility of
information to third parties and degree of approval to disseminate information [29].
Information visibility is also differentiated according to its degree as visible, partially
visible and invisible. In the article [29] the authors argue that high information visibility
may result in attention span, produce a flood of information, overwhelming our
cognitive and interpretive capabilities, thus rendering the information meaningless or
confusing. Moreover, maximum visibility can mask formality of actions or results of the
decisions taken, which are presented in the information [29]. On the other hand,
insufficient disclosure of information may result in an attempt to compensate for it with
some other, forecasted, predicted, guessed, insider information, trustworthiness and
reliability of which may not be sufficient to make an effective management decision.
The authors of the article [15] point out that transparency arises under the condition of
certain balance between the degree of information disclosure and the degree of its
perception and understanding by users. Hence, we can make a conclusion that only
limited (up to a certain level) visibility ensures high level of transparency, provided that
it is the key and quality information that is disclosed, not its noises. In general, the degree
of information transparency determines the associated risk of its disclosure or
concealment. According to the [15], information visibility is determined by how
responsible its providers are, that is, how consciously they assess the advantages,
necessity and need to disclose certain amount and type f information. The attitude and
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policy of an economic entity in terms of establishing the boundaries of information
transparency determine the degree of confidence it enjoys as an information provider
and medium. Information availability depends on how well information reflects actions
and decision-making stages in easily recognizable data forms through a reliable storage
of those data. In the article [29] it is interpreted as a degree of complexity associated
with the extraction and interpretation of information. It is determined by such attributes
as possibility for an unlimited number of people to be informed, insignificant amount of
time, finances and efforts necessary to find the relevant information, veracious
perception of information content. Information availability is ensured by its relevant
classifiers, systematizes etc. Ongoing development of information and communication
technologies has been improving the conditions, forms and methods of storing and
transmitting information as accurately as possible, which allows us to expand the
possibilities of managing information transparency and its constructs. In order to assess
the level of information and communication technologies development, different indices
are used, including ICT Development Index, Networked Readiness Index (surveys at the
state, business and community levels). Growing complexity of information and
communication technologies requires continuous improvement of existing skills on the
part of economic entities and drives the need for life-long learning. At the same time,
technological advances mean higher associated risks, which urge stakeholders to provide
the required level of information and communication security.

Adequate and realistic perception of information content by receivers, which is
crucial for effective decision making, is determined by cognitive limitations of
economic entities. Information overload may result in deliberate distancing from all
information sources. In addition, dubious quality of information, its shortage or poor
relevance cause wrong decisions. We cannot ignore the human factor, i.e. the difference
in perception of the same facts by different economic entities, which also contributes
to information asymmetry. In general, the above determines how effectively an
economic entity uses the information visible to it. Information society has been creating
new information services and changing approaches to delivering old ones by means of
increasing use of modern technologies. Therefore, in order to understand the state of
implementing information and communication technologies in society and evaluate the
effectiveness of new technologies introduction, there is an urgent need to develop
approaches to evaluate knowledge and skills of the service receivers, their social
communication skills and skills large-scale data processing [18]. When discussing
information transparency, it is absolutely necessary to take into account the role of
transparency as an economic entity's accountability. It is not the information itself that
is considered, but rather the potential disclosure of that information, which forces
stakeholders to “do the right thing”, so information transparency is often quite closely
linked to the problem of corruption. Hence, we think of information transparency as a
vital tool that helps reduce corruption [33]. We find the list of information transparency
factors, suggested by the experts, substantial, but offer to add information transparency
levels, degrees, and constraints that occur in a real-life environment when it transfers
from one state to another. This will help to substantiate the feasibility of achieving a
change in specific degrees or levels of factors, informational transparency, in order for
stakeholders to achieve their goals. As a result of structuring knowledge on factor
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loading of information transparency we have identified the following main factors that
accelerate and decelerate the development of an economic entity system: the degree of
confidence in the medium and source of information, the degree of the economic entity
responsibility, the scope of information visibility, the degree of information
availability, the degree of information accessibility to third parties, approval to
disseminate information, the degree of information reliability, the level of information
and communication technologies development, cognitive limitations of the user, the
level of information use efficiency, the level of information and communication
security, the level of corruption reduction, risks of information disclosure or
concealment.

3 Methods

The methodology of information transparency evaluation includes a wide scope of
modern methods, from social research to modeling; results of many surveys and
observations are studied using econometric tools. The results of critical analysis
presented in the article [15] show that there are different approaches to transparency
evaluation (market-based, analyst perception-based and accounting-based measures)
and researchers invoke different techniques including web content analysis, verbal
protocol study, principal component analysis etc. However, it is index approach that
has gained popularity in this area of research. In addition, information transparency is
defined as a component of a more general indicator, or examined in the context of
information type (financial, fiscal, political, economic information). The index method
was used in the study [33] to measure Information Transparency Index and the
Accountability Transparency Index constructed using a methodology similar to the one
used in Transparency International’s Corruption Perceptions Index. In the first stage,
the researchers selected indicators that determine the index for the maximum period,
and normalized them. The resulting index was calculated as a mean of the components
of'its normalized indicators. The large-scale study [2] provides a transparency index for
194 countries. The indices comprise an aggregate transparency index with two sub-
components: economic/institutional transparency and political transparency. By means
of correlation and regression analysis using substantiated indicators, the authors
showed that information transparency is associated with better human and economic
development indicators, higher competition and lower corruption. Political
transparency has also been studied separately; the main indicator used over the years
has been the Freedom House Freedom of the Press index. Its advantage is extensive
coverage across countries combined with significant temporal coverage (going back to
1979) [33]. Economic transparency index was presented in the article [10] where it was
developed using regression estimation (based on the World Bank and IMF data). The
index measures the frequency with which governments update economic data that they
make available to the public as a condition of existence (or absence) of laws on freedom
of information. The authors took into account the quantity of data released by
governments, rather than their timeliness. As a result, they proved that information
transparency is directly proportional to effective governance. It is also worth
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mentioning the Open Budget Index, prepared by the International Budget Partnership,
which is aimed at studying fiscal transparency [33]. In addition to these indicators,
transparency is studied as a component within larger frameworks. In particular, the
World Bank’s CPIA indicators have a component on “transparency in the public
sector”. Information transparency for businesses in terms of obtaining information
about government policies and regulations affecting business activities is considered in
the Global Competitiveness Report, while freedom of the press as a condition for
information transparency is represented in the CIRI Human Rights database [33].

One of the priority indicators of the state of information transparency in Ukraine is
the Transparency Index of Ukrainian companies' websites; the dynamics of this
indicator is shown in figure 1.
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Fig. 1. Dynamics of the Transparency Index of Ukrainian companies' sites.

The results of the analysis of the dynamics and structure of the Transparency Index of
Ukrainian companies' websites show that the level of indicators is low however it grows
every year, in particular: in 2012 the level of the studied indicator is 14%, in 2013 —
16.9%, in 2014 — 17.1%, in 2015 — 21.5%, in 2016 — 19.3%, in 2017 — 21.7% [35]. The
study involved sites of companies that are large taxpayers and leaders of information
transparency of the previous period. Transparency companies are in the energy sector,
the agricultural sector, communications and transport, metallurgy, and alcohol
production. Companies belonging to the mining industry have the worst values. DTEK,
SCM, and ArcelorMittal Kryvyi Rih are stable leaders in information transparency.
According to the method of construction, the index is an integrated value of
indicators and such categories as content, reporting, navigation, accessibility. The
degree of disclosure of the indicator “content” of companies is gradually growing. So
it was 6.7% in 2013, 6.3% in 2014, 9% in 2015, 10.3% in 2016, 12.8% in 2017 [35]. In
the category of “reporting” companies were assigned 9% in 2012, 13% in 2013, 14%
in 2014, 17% in 2015, 12% in 2016, and 16% in 2017. In the reporting category,
companies were assigned 9% in 2012, 13% in 2013, 14% in 2014, 17% in 2015, 12%
in 2016, and 16% in 2017. Companies scored 3.5 out of 8 possible points in terms of
navigation and 6 out of 17 possible points in terms of accessibility. The analysis of
indicators also confirmed the importance of the impact of the financial condition of
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both companies and sectors on the level of information transparency of companies. The
experts made the following conclusions about the state of information transparency of
companies: it is necessary to ensure systematic updating of information, use modern
data visualization technologies, increase accessibility, accelerate disclosure of
information on compliance with sustainable development and non-financial reporting,
to research information needs of society and the market. Thus, to increase the level of
information transparency of Ukrainian companies, the target benchmarks are high
availability, visibility of relevant information. Information is presented in an
understandable form that fully reveals the principles of sustainable development and
the level of corporate social responsibility. Gives information about correlation
between the industry indicators and the Information Transparency Index (table 1).

Table 1. The correlation coefficient between the industry indicators and the Information
Transparency Index.

Indicator Industry Agriculture Financial — Trade Transportation Real
and and storage estate
insurance activiti
activities es

Current liquidity, % - 0,69 -0,98 0,74 -

Absolute liquidity, % 0,83 0,7 -0,64 0,81 0,99 -

Financial autonomy o ¢, 59 20,96 ; 20,68 0,72

ratio, %

Return on assets, % 0,87 0,78 - 0,7 0,63 -

Iz/eturn on current assets 0.84 0.78 ) 0.7 0.63 0.6

, /0

Net margin, % 0,83 0,77 0,51 0,84 0,63 0,53

Retu total 1.

Lo On TOITASSES, 0,77 20,65 ; 0,54 0,55

%

Total asset turnover 0,91 - -0,58 - 0,77 0,58

Worki ital

orking capita i i 0.58 i 0.78 i
turnover

Receivables turnover

. 0,8 - -0,55 - 0,75 -
ratio

According to table 1, there is a direct close relationship between the level of information
transparency and indicators of the financial condition of industrial and agricultural
complexes. There is also a direct but average density relationship between the studied
index and the transport and storage sector. Also, the feedback of the average density is
shown between the indexes of information transparency and indexes of the financial
condition of the financial and insurance sector. The trade sector has a direct close
relationship with the indicators of information transparency, however, not for the entire
studied financial index, only for absolute liquidity, return on assets and working capital,
net margin. Medium-density direct connection with information transparency is the
return on assets and return on current assets, net margin, total asset turnover, there is
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inverse relationship with financial autonomy ratio of the real estate sector. Thus, there
is both a qualitative and quantitative link between information transparency and
sectoral indicators of the national economy, which determines the feasibility of further
research in this area.

The research [13] offers to use a modified Delphi technique in order to study
information transparency. This technique implies having rapid reviews from
stakeholders, namely researchers, policy makers, industry and health care providers.
However, the results of this approach are rather subjective as respondents often change
their opinion under the influence of different factors.

The paper [8] proposes four reference models which form a baseline for transparency
requirements in information systems. The models cover actors involved in the process
of ensuring transparency and information circulation among them, transparency
meaningfulness, transparency usefulness for a specific audience, and information
quality in transparency. The reference models are further used to create TranspLan, a
modeling language for capturing and analyzing information transparency requirements
among stakeholders [7]. Thus, a broad range of methodological tools gives researchers
quantitative measures of information transparency, the impact it makes and gets.
However, each approach or method has inherent risks when used in practice due to
assumptions, limitations that are not achievable in real life. In addition, there is no
general system of forming information transparency as an economic category since it
is impossible to formalize this poorly structured category without considerable impact
of subjectivity and assumptions. Considering the importance of the cognitive method
when studying poorly structured categories, we propose to analyze information
transparency using the methodology of cognitive modeling and impulse processing [17;
23]. The proposed approach is based on structuring knowledge about the object of
study, building a cognitive model of object development in the form of a digraph,
scenario modeling of the dynamics in the state of the system when it is stable and
changing, justification of the option that can help to achieve the goals of the research.

However, the results of previous studies have proved [14] that the level of the values
of influencing factors plays a crucial role in substantiating an adequate and high-quality
forecast scenario for achieving the required level of information transparency. To solve
this problem, we propose to apply the methodology of fuzzy cognitive modeling.

The process of fuzzy cognitive modeling is presented as a sequence of steps. At the
first stage, the purpose of modeling and target indicators are determined. In the second
stage, there is a substantiation of a fuzzy cognitive map (causal graph) by forming a set
of factors of the subject area of research. Factors are divided into four categories: target,
which form the purpose of modeling, controlled — these are those that can be directly
influenced, intermediate — to describe the subject area, observed — externalities. Factors
are selected according to the level of significance and set for each level scale [1; 28]:

G =<C,R >, 2

where C = {ci1, ¢, ..., cu} — set of factors, R - fuzzy causal relations on the set C, R=
{(MR(Ci,C,-)/(Ci, c]-))} — fuzzy set of edges, ¢;,¢; € C?; ,uR{(ci, c]-)} — the degree of

belonging of the edge {(CL-, cj)} to fuzzy set of oriented edges R [1; 28].
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Elements r;; € R (i, j = 1, ..., n) characterize the direction and degree of intensity
(weight) of the impact between the factors ¢; and ¢;[1; 28]:
ry=r (Cia C/)’ (3)

where » — indicator of intensity of influence (characteristic function of the relation R ),
which may have any value in the interval [-1, 1] with considering:

e r; =0, if the value ¢; does not depend on ¢; (no influence) [1; 28];

e 0 <ry<1 ifthe influence ¢, to c; is positive (increasing the value of the factor-cause
ci leads to an increase in the value of the factor-consequence ¢)) [1; 28];

e —1 <r; <1 if the influence c; to ¢; is negative (increasing the value of ¢; leads to an
decrease in the value of ¢;) [1; 28].

The next step is to determine the initial state of the factors and the influence of external
factors [1; 28].
In the fourth stage, an adjacency matrix is formed M = ||mi j||n><n based on

reasonable characteristics of the type of relationship between factors [1; 28].

Suppose a signed digraph with adjacency matrix 4 determines information
transparency and its factor environment. The vertices of the digraph are represented by
the set uj, uy, ..., u,. Every vertex u; has the value of v{(¢) at discrete moments of time
t=0,1,2,.... The value of v{(t + 1) is determined by the value of v,(f) and information
on whether other vertices u;, adjacent with u;, have increased or decreased their values
at moment 7. The change of p;(), set by the difference of vi(f) — vi(t— 1), is called a pulse
if > 0. The initial condition should be specified when # = 0. We introduce the following
notation:

1,if edge is positive,
sgn(u;,u;) = § —Lif edge is negaive, , 4)
0,if edge is missing.

Analysis of the statistical characteristics of the model, determination of the balance of
the system, consonance and dissonance of influence are carried out at the next stage [1;
28]. Detect the indirect interactions of factors on each other in the system, for this
purpose convert the initial matrix of the intensity of interactions C into a transitively
closed matrix Z, the elements of which are pairs (z;},z;;,), where z;; characterizes the
power of positive influence, z;; — the strength of the negative influence of the i-th factor
on the j-th [1; 28].

Based on the Z matrix system characteristics of the fuzzy cognitive map can be
calculated (see table 2).

The consonance indicator expresses the degree of confidence in the sign and the
strength of the impact (the higher the consonance, the more convincing the expert's
opinion) [1; 28]):

pii — the number of positive influences of the i-th factor on the j-th factor;

n; — the number of negative influences of the i-th factor on the j-th factor;

k; — consonance of the influence of one factor on another;
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d;; — dissonance of the influence of one factor on another.

Table 2. System characteristics of fuzzy cognitive map [27].

Characteristics Dissonance of Consonance of influence
influence
Influence of the i-th factor on the j-th d ij = l_kij kij = M
Dy + 1y
12 12
Influence of the i-th factor on the system D; = ; 2.d ij K; = " > kij
j=1 j=1
12 12
Influence of the system on the j-th factor D; = " 2.d if K;= " 2 ki
=l =l

At this stage, dynamic modeling is performed based on the use of a pulse process
according to the following formula [1; 28]:

vi(t+1) = S(®) + q;(t + 1) + 0;(t + 1) + T, T (wyj, p; (D)), Q)

where vi(¢) — the value of factor ¢;at moment ¢, vi(¢ + 1) — the value of factor ¢; at moment
(¢t + 1); qi(t + 1) — external influence on ¢; at moment (¢ + 1); ot + 1) — controlling
influence on ¢; at moment (¢ + 1); r; = r(ci, ¢;) — intensity of influence between factors
ei and ej; p; (f) — change the value of ¢; at moment #; T — operation 7-norms (the product
is used); S — operation S-norms (Lukasevich’s S-norm is used).

At the final stage, form a basic set of alternative strategies for system development
and justification of priority strategies for achieving targets.

Modern information technologies provide researchers with a possibility to simplify
cognition procedure. In particular, to achieve the goal of this research we can use some
software products, such as Decision Explorer Application, aimed at providing the user
with illustrative cognitive maps which can be further analyzed to better understand the
issue under study, links between its factors. Another specialized software product is
FCMapper which helps to analyze, model fuzzy cognitive maps, explore behavior of
the system and interaction between its factors. FCMapper calculates structural
characteristics of the system based on the created digraph, and provides a variety of
scenarios. The logistic squashing function is used for standard scenario calculation. It
can be written as f{x)=1/(1+e™) [4]. The results obtained for each scenario are compared
with the initial one, where the output weights for each vertex are set at the same level,
that is, the situation self-development is modeled. The final development of the system
in the form of a cognitive model in the absence of external influences can be reduced
to a fixed-point attractor, a boundary cycle of repeating binary vectors, or to chaotic or
aperiodic attractors [21].



92

4 Results

As aresult of structuring knowledge on factor environment of information transparency
we have identified a set of vertices and their cause-effect relations; together they
determine the corresponding cognitive model in the form of a weighted digraph (see
fig. 2).
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Fig. 2. Cognitive model of information transparency [14].

For the constructed digraph, based on the situation simulation, the following vertices
have been found to have the greatest influence on target vertex 1: 8, 9, 11, 12, 14.
However, not all of these vertices can be affected in terms of goals and opportunities
of economic entities. The following figure shows the results of studying a simulation
of the vertex parameter dynamics in the context of system interaction without external
influence for #= 12, where t is the study period, and the initial values of the vertex
parameters v= 0 (see fig. 3).

The diagram shows the dynamics of the influence those vertices 4, 9, 11, 12 have on
the target vertex (1). The diagram shows variable values of vertex 1, but we can see
that factors 12 and 4 tend to have a negative influence; factor 11 has a positive
influence, while factor 9 does not have a clearly defined tendency during the period
under study. Let us now examine the effect of changes in transparency level on vertices
2,3, 7 and 13 (see fig. 4).

We can see a positive dynamics of the influence that target vertex 1 had on vertices
2, 3, 7 and 13 throughout the period under study. Having analyzed structural
characteristics of the cognitive map using FCMapper, we arrived at the following
results. One vertex functions as a Transmitter, it is vertex 9, the level of technology
development. Other vertices are Ordinary, there are no Receiver vertices in the model.
Classification of the cognitive model vertices by these classes helps us better
understand the structure of the graph. Having analyzed the cognitive model using the
Decision Explorer Application, we identified two key elements of the cause-effect
relationship system (based on the calculation of vertices centrality which reflects the
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strength of relationships between the vertices). The index that shows the proportion of
existing connections of potentially possible (density) is calculated to be 0.14. It gets
values within [0; 1]. The higher its value is, the more active interaction between the
vertices takes place. They are the information and communication security (12) and
information transparency (1). Using FCMapper software you can set the initial weights
of vertices and investigate their influence on other system indicators. To quantify the
system development dynamics, the influence of one vertex on the other is represented
by the following set of values: very strong (0.8; 1]; strong (0.6; 0.8]; medium (0.4; 0.6];
weak (0.2; 0.4]; and very weak (0; 0.2]. During the situation self-development
modeling (the total number of iterations is 60) the constructed model came to a stable
state, which was achieved due to feedbacks, with the maximum number of
iterations (51) for the degree of information accessibility to third parties (6) and
risks (14), the fewest iterations (25) were required for the availability (5) and
technology development (9) vertices. The calculations obtained indicate that the factor
with the greatest impact on the system is the scope of information visibility (4).
Information reliability (8) and approval to disseminate information (7) are found to be
of high influence. The degrees of confidence (2), responsibility (3) and information
availability (5) also showed significant influence. Then we analyzed the situation
development scenarios under the change of the key elements of the cause-effect
relationship system, namely the level of information and communication security (12)
and information transparency (1). For the first scenario the initial vertex value was set
at a low level (0.1), for the second scenario at a medium level (0.5) and for the third
one at a high level (0.9). When the value of vertex 12 is of low and medium level, the
most positive changes are observed for the following vertices: information
transparency (1), the degree of responsibility (3), the degree of information
accessibility to third parties (6), the level of corruption reduction (13) and risks (14).
The high value of vertex 12 has the most positive influence on the level of information
use efficiency (11). When the value of vertex 12 is of low and medium level, the most
negative changes are observed for such vertices as the degree of information
reliability (8) and the level of information use efficiency (11) The high value of
vertex 12 has the most negative effect on the vertices of information transparency (1),
the degree of responsibility (3), the degree of information accessibility to third
parties (6), and risks (14). Now, we can have a close look at the influence of information
transparency (1) on the cognitive model factors. In general, the level of information
transparency does not affect the system significantly, it is 0.32 in the context of the
system self-development scenario. At the same time, a decrease in the level of vertex 1
reduces the influence of such factors as the degree of responsibility (3) and the degree
of confidence (2) on the system. An increase in the level of vertex 1 results in the
growing influence of the corruption reduction factor (13), while low level of vertex 1
causes an increase in the level of corruption (13). A low level of vertex 1 slightly
increases such factors as risks (14) and information accessibility to third parties (6), the
value of the approval to disseminate information (7) increases when the level of
vertex 1 is higher.
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Values of the vertex parameters, vi(t)

The study period, t

Fig. 3. The dynamics of the value of target vertex 1 under the influence of vertices 4, 9, 11, 12.
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Fig. 4. The dynamics of the influence of target vertex 1 on vertices 2, 3, 7, 13.

Considering that the determining factors are characterized by different initial levels, we
will investigate the created cognitive model, taking into account fuzzy logical
conclusions regarding their influence on information transparency.

For research, we represent the cognitive model as a fuzzy map. For this, in the
digraph, the vertices will be designated as linguistic variables [16]. The set of linguistic
variables is characterized by the following parameter tuple:

<Bi; 71; X G; M>: (6)
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where: B; — linguistic variables, i = 1,14, B; — “information transparency”, B, — “the
degree of confidence”, B; — “the degree of responsibility”, Bs — “the scope of
information visibility”, Bs — “the degree of information availability”, B¢ — “the degree
of information accessibility to third parties”, B;— “approval to disseminate
information”, Bg — “the degree of information reliability”, Bo— “the level of information
and communication technologies development”, Bio— “cognitive limitations of the
user”, By — “the level of information use efficiency”, Bi» — “the level of information
and communication security”, Biz — “the level of corruption reduction”, Bis— “risk of
information”. T = {“low”, “below average”, “average”, “above average”, “high”};
X={information space}; G — procedure for the formation of new terms using logical
connective “and”, “or”’; M — semantic procedure for the formation of fuzzy variables X,
and the corresponding fuzzy set for the terms G(T) according to the translation rules
fuzzy connective “and”, “or”.

In this case, T is the terms of these input and output variables of the fuzzy model,

which are represented as fuzzy sets T = {(a’, ,u(a)):a € X, u(a) € [0; 1]}
T = {(a,y(a.)):an,y(a_)e[O; 1]}, where a — elements of the set X,

u(a) — the membership function of a fuzzy set [16]:

( low € [0; 0,2)
below average € [0,2; 0,37)
u(a) = average € [0,37; 0,63) @)
above average € [0,63; 0,8)
high €[0,8; 1]

We present a linguistic description of the values of the factors and their measured values
using the Harrington’s desirability functions. The scale value is confined to the closed
range of [0, 1]. Zero value corresponds to the worst measured factor state, and one
corresponds to the best measured factor value. For a static analysis of the situation, we
will calculate the consonance and dissonance of the cognitive map based on the
research in [27]. Consonance determines how consistent the presence of factors in the
system is. Dissonance determines how well-reasoned the influence of the system on
each of the factors. The following table 3 gives system indicators of cognitive model.

The highest values of the consonance of the influence of a factor on the system are
such indicators as the degree of confidence, the degree of information availability, the
degree of information accessibility to third parties, approval to disseminate information,
the level of corruption reduction. The digraph of the interaction of factors is shown
below in fig. 5.

The highest values of the consonance of the influence of system on the factor are
such indicators as the degree of information availability, the level of information and
communication technologies development, cognitive limitations of the user. The
digraph of the interaction of factors is shown below in fig. 6.

The highest values of the dissonance of the influence of system on the factor are
such indicators as the degree of confidence and approval to disseminate information.
Analysis of the dissonance of the influence of the system on the factor revealed the
need to increase the degree of confidence in the medium and source of information, and
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the need to expand the boundaries of permission to disseminate information. All these
actions, in general, lead to a decrease in dissonance. The highest values of the
dissonance of the influence of factor on the system are such indicators as the level of
information and communication technologies development and risk of information.

Table 3. The main system indicators of the cognitive model of information transparency.

Linguistic Consonance Consonance Dissonance Dissonance

Influencing Influencing

variables  of the of the of the of the of the of the
influence of influence of influence influence  factor on system on
factor on systemon  of factor on of system  the system the factor
the system  the factor the system  on the
factor
B 0,867 0,621 0,133 0,379 0,150 -0,098
B 0,908 0,532 0,092 0,468 0,029 0,013
Bs 0,701 0,684 0,299 0,316 0,040 0,025
By 0,887 0,625 0,113 0,375 -0,113 0,161
Bs 0,908 1 0,092 0 -0,018 0,036
Bs 0,908 0,823 0,092 0,177 -0,018 -0,052
B 0,908 0,532 0,092 0,468 -0,018 0,045
By 0,662 0,666 0,338 0,334 0,018 0,068
By 0,486 1 0,514 0 0,071 0
Bio 0,640 1 0,360 0 0,085 -0,036
B 0,633 0,870 0,367 0,131 0,107 0,021
B 0,622 0,803 0,378 0,197 -0,107 0,050
B 0,908 0,641 0,092 0,359 0,052 -0,011
Bs 0,582 0,823 0,418 0,177 -0,107 -0,052
the degree of approxiflifl to dis.seminate the deg@e of hlfpnmtiqn
confidence ormation accfssﬂ)ﬂlty to third parties
+
the degree of T the scope of
responsibility information visﬂ)jlity
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corruption reduction<+\ ) ) the de £
information gree o
transparency information availability

Fig. 5. Digraph of consonance of the influence of factor on the system (slice level 0,7).

Let us give a characteristic to each factor of the system:
B —“information transparency” most strongly influences on the system among other
factors (0.15), which is confirmed by the high value of the consonance of the influence
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of the factor on the system (0.867), but the system as a whole reduces the transparency
of information;

B, — “the degree of confidence” influences on the system relatively weakly (0.029),
the system, in turn, does not influence on a factor considerably (0.013). The dissonance
of the system's influence on the factor is sufficiently high (0.468);

B; — “the degree of responsibility” - for this indicator, the consonances of the
influence of the factor and the system are sufficiently high and have approximately
equal values. This factor provides the strengthening of the system. This is an indicator
of the prospect of strengthening the system due to the awareness of the need to disclose
a certain amount and type of information;

B4 — “the scope of information visibility” has significant negative influence on the
system. But the system reinforces this factor. The value of the consonances of the
influence of the factor on the system is quite high (0.887).

Bs —“the degree of information availability” has a high value of the indicators of the
consonances of the factor and the system, their values are approximately equal. It
indicates that this factor strengthens the system. The prospect of strengthening is
possible by expanding access to information. But the factor has a significant negative
impact on the system;

Bs — “the degree of information accessibility to third parties” weakens the system
generally, and so does it. The values of the consonance of the influence of the factor
and system are high;

B; —“approval to disseminate information” influences negatively on the system. The
system does not influence significantly on a factor. The value of the consonance of
influence of the factor is high. The value of the dissonance of the system's influence on
the factor has a sufficiently high value in comparison with other vertices;

Bs— “the degree of information reliability” the system influences this factor
significantly and factor strengthens the system. The consonance of the factor and the
system are equivalent, that is, it is necessary to strengthen the degree of reliability of
the information;

By — “the level of information and communication technologies development™ - the
system has no influence on this factor, but the dissonance of the influence of the factor
on the system is of the highest;

By — “cognitive limitations of the user” the system affects the factor strongly and
reduces the user's cognitive skills;

Bi1—“the level of information use efficiency” has a significant impact on the system.
The ratio of the consonances of influence indicates unused opportunities to increase the
efficient use of information;

B> — “the level of information and communication security” influences negatively
on the system. The ratio of the consonances of influence indicates unused opportunities
to increase the level of information and communication security

B3 — “the level of corruption reduction” the ratio of the consonances of influence
indicates unused opportunities to reducing corruption;

B4 — “risk of information” has a significant negative impact on the system. The
system diminishes the value of this factor. The dissonance of the influence of a factor
on the system is of sufficient importance (0.418).
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Fig. 6. Digraph of consonance of the influence of system on the factor (slice level 0,7).

A mathematical instrument of impulse processes is used to obtain a forecast of the
development of the situation when implementing various alternatives. It allows you to
predict the values of factors at discrete times. The “Igla” decision support system was
used for modeling [28]. The initial values of the factors and the expected range of the
initial values of the factors are determined by the following levels (see Table 4).

Table 4. Initial values of variables and expected area.

Variables Initial value Expected values
1. information transparency “low” “average”
2. the degree of confidence “low” “high”
3. the degree of responsibility “low”
4. the scope of information visibility “average”
5. the degree of information availability “average”
6. the degree of information accessibility to third “ N
. average
parties
7. approval to disseminate information “average”
8. the degree of information reliability “average”

9. the level of information and communication

. “lOW”
technologies development
10. cognitive limitations of the user “average”
11. the level of information use efficiency “below average” -

12. the level of information and communication « =
below average” -

security
13. the level of corruption reduction “low” “high”
14. risk of information “high” -

The program “Igla” has generated over 600 alternatives. The choice of alternatives
is carried out per the purpose of the study. Let's consider the selected alternatives in
more detail.

The diagram 7 shows the dynamics of the influence that alternatives 522, 537, 558,
567, 570 have on the target factor “information transparency”.
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Fig. 7. The dynamics of the value of “information transparency” under the influence of

alternatives 522, 537, 558, 567, 570.

The diagram 8 shows the dynamics of the influence that alternatives 574, 525, 542, 575,
541 have on the target factor “information transparency”.
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Fig. 8. The dynamics of the value of “information transparency” under the influence of
alternatives 574, 525, 542, 575, 541.

Since previous research by specialists has shown that a high level of information
transparency leads to an increase in the risk of misuse of information. Therefore, we
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consider those alternatives in which the level of information transparency corresponds
to the average value. These are alternatives to 537 and 541.

The diagram 9 shows the dynamics of the influence that alternatives 537 and 541
have on the factor “the degree of confidence”.
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Fig. 9. The dynamics of the value of “the degree of confidence” under the influence of
alternatives 537 and 541.

Thus, during the first 10 months, under the influence of both alternatives, the factor
“the degree of confidence” gradually increases to a maximum. But in the following
periods, under the influence of Alternative 537, the factor takes on a higher level than
under the influence of Alternative 541. The diagram 10 shows the dynamics of the
influence those alternatives 537 and 541 have on the factor “the level of corruption
reduction”.

Thus, under the influence of both alternatives, the factor “the level of corruption
reduction” gradually increases to a maximum. But under the influence of Alternative
537, the factor takes on a higher level than under the influence of Alternative 541.

Therefore, the best Alternative is 537, which meets the conditions. It was constructed
as follows: in the first step and for one month it is necessary “the scope of information

99 CC.

visibility” lower to “below average”, “the degree of information availability” increase
to “above average”, “the level of information use efficiency” to leave at the level of
“below average”. In general, it is necessary to increase the degree of information
reliability and take measures to increase the level of information accessibility, including
for third parties. Providing the required level of information reliability remains a
difficult issue due to the weak structuring of this category.

Reliability is defined as a feature that allows to characterize the content of

information on the presence of errors, distortions, biases, the degree of reflection of
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reality, the combination of which directly affects management decisions and their
effectiveness. It influences the usefulness of financial statements. Its level is revealed
due to additional, clarifying characteristics, in particular: “completeness, neutrality,
discretion, the prevalence of essence over form and correct presentation” of
information. Reliability is determined using other clarifying information, which is
explained by the established relationship between information sources.
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Fig. 10. The dynamics of the value of “the level of corruption reduction” under the influence of
alternatives 537 and 541.

Reliability characterizes the authenticity of facts, phenomena, processes in terms of
their subjectivity and variability of definition. It is determined according to the scale of
the decision-maker by using available information, which may be limited. For its
quantitative calculation, scientific methods and empirical research are used. The results
of these studies are convincing enough to make the user feel trust to them. The expert
verifies the information fact using expert research methods. The interpretation of the
results of these studies is influenced by the subjectivity and competence of the
evaluator.

Therefore, the results of assessing the reliability of information are taken into
account with the assumptions that underlie the applied methods of expert research.
First, they are regulated by regulatory and legislative acts for economic experts, both
state and non-state. Second, the expert himself accepts the assumptions to generate
conclusions.

Thus, the availability of information is a subjective-objective category. It is
determined not only by the sphere of financial and economic relations since it is closely
related to its reliability, persuasiveness of fact. But accessibility can only exist if there
are an object and subject of research. The subject is an expert, based on his knowledge,
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skills, experience, abilities, considerations, as well as the information he has, makes
decisions on the degree of correspondence of the fact being investigated to reality.

This category is not normatively regulated, it cannot be measured quantitatively, and
expert methods are used to study it. Experts research this category in the context of a
certain area, which is regulated by the relevant regulatory legal acts, and the object of
which is the results of the financial and economic activities of the entity. But is it
possible to talk about one hundred percent reliability of the results of the entity's
activities presented in the financial statements. Since this reporting is made and
evaluated by specialists who are subjective, and the influence of the human factor,
opportunistic behavior in general, gives rise to the risk of errors, fraud, and the like.

Thus, we can say with a certain degree of probability that all information that has
not been fully verified, and is not generated and processed automatically, is partially
reliable.

The characteristic principle of reliability is manifested by establishing a minimum
deviation between the actual data and the results obtained. It determines the close
relationship of the studied category with the comparability of the data, and only together
with the usefulness and materiality, the reliability ensures the quality of information.

In [22] it was proved that the reliability is divided into three categories. The first,
internal, which reflects the generally accepted characteristics of knowledge about the
obtained facts. The second, relative, which indicates the compliance of the facts with
the requirements of the information user. The third, absolute, which determines the
level of similarity of the facts with the really possible. Thus, information is
characterized by the formal features of its construction, by the value for the person and
by the reality of the existence of the given facts.

The reliability is determined by three criteria. The first is the validity that is the
sources of information confirm the facts or phenomena under investigation. The next
one is the consistency that is a fact or phenomenon in its manifestation does not create
contradictions with other proven facts or phenomena. The third is the credibility,
according to which the sources of information are verified and correspond to realities,
and the information carrier is sufficiently protected. Therefore, the level of reliability
can be assessed by the results of the ratio of the number of facts that do not correspond
to reality to the total number of facts, by calculating the “probability of errors in the
transmission of information”. It is advisable to highlight the boundaries within which
the results are assigned a certain degree of reliability: full or partial, or establish the
level at which a fact or phenomenon is determined unreliable. In this case, it is
necessary to take into account the specification of information, the sources of its
formation, the method of analysis of results, users, the consequences of its use in
different scenarios. Thus, information can become, in one situation and for one user,
reliable and valuable, and in another situation and for another user — partially reliable,
or in general — unreliable, invaluable.
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5 Conclusion

It involves structuring knowledge about the factor environment, identifying strategic
changes in the level of information transparency and the levels of influence of its
factors. Information transparency is defined as a poorly structured category which
nevertheless acts as a qualitative characteristic of information, a certain level of which
forms an additional spectrum of properties of information which has been adequately
perceived or processed. In the course of the study, a cognitive model of information
transparency was constructed in the form of a weighted digraph. The results of its
structural analysis revealed that the degree of transparency and information and
communication security have the most powerful influence on the state of the system.
The results showed that higher levels of information and communication security lead
to lower risks, lower degree of information accessibility to third parties and information
transparency in general. At the same time, only the high level of information and
communication security is associated with an increase in the degree of information
reliability, the level of visible information use efficiency and information transparency.
The analysis of the cognitive model factors which affect the level of information
transparency showed that its level is most significantly decreased by the growing level
of information and communication security, while it is most significantly increased by
the growing efficiency of visible information use, higher level of technological
development and reduced scope of information visibility. The results of this study allow
us to identify the strategic elements of managing information transparency as a tool for
economic entities to achieve their goals in the information environment.

At the same time, it is necessary to take into account the initial levels of factors that
influence information transparency. Because the researched categories are poorly
structured, the methodology of fuzzy cognitive modeling was used. The fuzziness of
the system is manifested in the level variation of factors and the relationships between
them, which allows simulating the scenarios of its development under conditions of
various levels of initial data.

For static analysis of the situation, the consonance and dissonance of the cognitive
model are calculated, it is determined how justified the presence of factors in the system
is and how well-argued the influence of the system on each of the factors is. Analysis
of the dissonance of the influence of the system on the factor revealed the need to
increase the degree of confidence in the medium and source of information, and the
need to expand the boundaries of permission to disseminate information. All these
actions, in general, lead to a decrease in dissonance. The highest values of the
dissonance of the influence of factor on the system are such indicators as the level of
information and communication technologies development and risk of information.

A mathematical instrument of impulse processes is used to obtain a forecast of the
development of the situation when implementing various alternatives. It allows you to
predict the values of factors at discrete times. The “Igla” decision support system was
used for modeling scenarios of the situation, more than 600 alternatives were analyzed,
in accordance with the purpose of research were chosen the best.

The best alternative is constructed as follows: in the first step and for one month it
is necessary the factor “the scope of information visibility” lower to “below average”,
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“the degree of information availability” increase to “above average”, “the level of
information use efficiency” to leave at the level of “below average”. It is necessary to
increase the degree of information reliability and take measures to increase the level of
information accessibility, including for third parties. Providing the required level of
information reliability remains a difficult issue due to the weak structuring of this
category and the associated risks, which are the focus of further research.
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Abstract. There is substantiated the expediency of using the methods of the
queuing theory for supporting various business processes at enterprises. The task
of mass service for the organization and management of repair services of oil and
gas producing enterprises has been set. It is stated that the objective function of
solving this task is the sum of costs for maintaining repair crews and the reduction
of losses from well downtime. It is proved that to solve the problem of optimizing
the process of repair work at the researched enterprises it is necessary to use
modeling as one of the effective tools of prediction, which do not require to bring
the researched models to a specific form and allows to predict systems in different
states and industries. A simulation model of the organization of repair works in
wells is given. Testing of simulation models is carried out on the example of the
fields of the three largest oil and gas producing enterprises in the Western region
of Ukraine, it allowed to establish the laws of distribution of failures of oilfield
equipment on fields, the process of which includes operations related to the
creation, transformation and implementation of random events, quantities and
processes that cause random changes in the state of the system. And also, to make
calculations of the optimal between-repairs periods, total costs of well servicing
processes, losses from their downtimes and optimum quantity of crews at various
options of intensity of failures.

Keywords: oil and gas companies, queuing theory, repair crews, repairs,
simulation and prediction, wells.
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1 Introduction

Rational organization of maintenance and repair is a determining factor in improving
the use of equipment, improving the quality and reducing the cost of production, which
generally contributes to the sustainability of the enterprise.

The need to increase the productivity of equipment while maintaining the maximum
possible level of reliability in the enterprise and reducing the cost of oil and gas
production requires improvement of the system of technical exploitation of equipment.

When assessing the various forms and methods of maintenance and repair, it is
necessary to take into account technical and technological, organizational, economic
and social factors. The technical and technological factors include the technological
complexity of the assessed type of repair works and the technical characteristics of the
machinery and equipment required for their performance, qualified personnel
requirements. Analysis of the technical feasibility of options for the organization of
repair and maintenance is to establish the possibility of work and operations in full
compliance with the technical conditions, to identify the advantages and disadvantages
of the options for the organization in terms of improving equipment and technology.

Maintenance could be preventive or predictive and it is aimed at applying knowledge
of engineering and maintenance capabilities to ensure improved performance and
reduction in their rate of failure. Furthermore, this maintenance could include periodic
examination in terms of regular walk through to spot change in operating conditions,
sounds or temperature. It also includes inspection programs, lubrications among others
[13].

Organizational factors include the need for repair services, the estimated volume of
specific services, the presence or absence of necessary to perform certain services
production capacity, the degree of use of production capacity of repair services, the
ability to perform certain services (works) in order to replenish existing production
capacity and personnel.

Economic factors include: the level of costs for services and their payment by the
consumer; volume of capital investments and sources and conditions of their financing;
implementation of certain tax reliefs in relation to enterprises and entrepreneurs
providing production and technical services.

To increase the efficiency of oil and gas production enterprises, it is necessary to
ensure the continuity of the oil and gas production process, which directly depends on
the level, maintenance and repair of wells. With aging equipment and facilities,
enterprises face increasing challenges in maintaining equipment reliability and integrity
as well as operational safety [8]. That why the organization of special maintenance and
repair (current and capital) is associated with the wear of operating equipment and the
need for a set of special measures for its restoration. At the same time, the development
and operation of oil and gas fields in difficult conditions requires the development of
advanced forms of service, which ultimately lead to increased efficiency of oil
production, profit growth and cost reduction. That is why increasing the efficiency of
repair work on deposits is an urgent problem that has both scientific and practical value.

For oil and gas production enterprises, the optimization and prediction of repair
services in wells requires the use of scientific methods to model situations that arise in
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oil and gas production close to reality. This will allow us to choose possible
management strategies using different criteria because when optimizing the operation
of the well fund it is important to take into account the economic feasibility of applying
one or another strategy depending on the number of repair crews and the duration of
the repair period.

2 Features of repair works at oil and gas production enterprises

Oil and gas production enterprises are an integral part of the oil and gas complex of
Ukraine. They have a significant social and economic impact on the living standard of
the country, providing the population, budgetary and communal institutions with
natural gas. Their functioning is accompanied by a complex technological and
production cycle and significant risks associated with their activities [9].

The continuity of the oil and gas production process largely depends on the
operation, maintenance and repair of wells. The need to organize special maintenance
and repair of production wells is associated with the wear and tear of operating
equipment and the need to implement a set of special measures for the protection of
subsoil. The main task of repair units of oil and gas production enterprises is to maintain
in working order the operational fund of wells, to prevent wear and tear of equipment
that can cause accidents and downtime of wells. Work on repair maintenance of wells
involves current repairs and overhauls of wells and maintenance of operating
equipment in the period between regular repairs.

The scientific literature identifies the following reasons that necessitate repair works
in oil wells [2; 11; 17]:

¢ the need to re-equip wells in accordance with the conditions of field development;

¢ the need for planned periodic stops during long-term operation to prevent equipment,
change the mode of operation, method of operation or purpose of the well, geological
and technical measures to increase the productivity of the well;

e the need to restore normal operation of wells in the presence of various
complications (deposits: salts, paraffin, asphalting-resinous substances, water
manifestations, formation of hydrates, corrosion, etc.);

e requirements of technology of rational development of a deposit or formation;

e non-compliance of the construction of wells with the conditions of operation and
development of the field, requirements for subsoil and environmental protection;

e occurrence of emergencies or accidents related to well equipment, research
instruments, etc.

One of the ways to solve the problem of ensuring the effective organization of any work
is to improve the system of their planning, accounting and monitoring. The most
important tool of this system is the classifier, which is a systematic list of named
objects, each of which is given a unique code. The classification of objects is carried
out in accordance with the rules of distribution of a given set of objects into
classification groups in accordance with the established signs of their differences or
similarities.
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Current (underground) repair of wells is called a set of works, which is associated
with maintaining well equipment in working order and maintaining a given mode of
operation of wells. The following works belong to the current repair [2]:

e equipping the well with underground equipment during commissioning or changing
the method of operation;

e ensuring the optimization of operation of wells;

e restoration of serviceability of downhole and mouth equipment;

e cleaning and washing of the lifting column of pipes from paraffin and salt deposits,
hydrate and sand plugs.

Overhaul of wells is a set of complex and long-term works related to maintaining the
well as a building in working order, i.e. it is a set of works designed to restore the
serviceability of the bottomhole zone, the integrity of the cement ring and casing or the
well in general for its use as existing or new purpose, elimination of accidents,
conservation and liquidation of wells, lowering and raising of equipment for
simultaneous and separate operation, as well as for actions on the productive layer and
regulation of field development. The average duration of one overhaul is approximately
14 days. Overhaul of wells includes [2]:

repair and insulation works;

elimination of leaks in the operating column;

elimination of accidents;

transition to other layers and joining layers;

repair of wells equipped for simultaneous and separate operation;
works related to drilling;

processing of the bottomhole zone;

research and inspection of wells during repairs;

transfer of wells for use for other purposes;

commissioning and repair of injection wells; work on injection of radioactive
isotopes into the formation;

conservation and deconservation of wells;

e climination of wells.

Repair works in wells also include well-repair operations to increase oil and gas
extraction from layer. This is a set of works in the well for the injection into the layer
of agents that stimulate the flow of physical, chemical or biochemical processes aimed
at increasing the coefficient of final oil and gas layer in a given area of the deposit.

In addition, repair works are further subdivided depending on the category of repair
complexity. Current repairs, depending on the depth to which the equipment is lowered
into the well, and the types of work performed are divided into two categories of repair
complexity. The first category, in contrast to the second, contains simpler types of
repairs, as well as more complex works at small depths of equipment lowering (up to
700 — 1600 m, depending on the type of works).

Overhauls of wells depending on the volume, nature and complexity of work are also
divided into two categories of complexity. Overhauls of wells of the first category of
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complexity include repairs with a depth of wells up to 1500 m, as well as return to the
upper and lower layers and hydrochloric acid treatments. Repairs of the second
category of complexity include works with a depth of wells over 1500 m and all other
more complex and time-consuming works. Specific categories of complexity are
approved by the company.

Current repairs and overhauls of oil and gas production enterprises are carried out
by economic and contractual methods. In the case of the economic method, the repair
is carried out by oil and gas production enterprises by, respectively, maintenance and
wells of specialized shops of current repair of wells or shops of current and overhaul of
wells, as well as crews of overhaul of wells.

Current repairs and overhauls are necessary to ensure the continuity of oil and gas
production, and they cannot be avoided, as there is a risk of accidents, the elimination
of which requires much more time and money.

The reserve for reducing unproductive working time costs of well overhaul and
current well repair crews is combining professions, which will allow them to perform
part of non-repair work carried out during overhaul and underground well repairs. It
will significantly reduce unproductive time due to the absence or malfunction of the
lifting unit of the technological fleet of equipment for crews of current repairs and crews
of overhaul of wells, as more than 75% of the equipment has already exhausted its
service life.

In order to optimize the current repairs of wells and overhauls of wells, it is necessary
to involve third-party organizations in their implementation, as the crews of enterprises
can not perform all the necessary work on time according to the schedules of current
repairs and overhauls of wells. The current trend of involving well overhaul crews in
the implementation of current repairs has a negative impact on the volume of well
overhauls.

The largest number of current repairs is accounted for oil wells. The main reasons
for current repairs of wells are the operation of the pump valves, wear of the steam
plunger-bushing, displacement of the bushing. In all methods of well operation, and
most of all in the development using rod-deep pumps, in the extraction of oils with a
high content of paraffin in the risers and discharge lines, paraffin accumulates, which
disrupts the normal operation of wells. A study of the volume of underground repairs,
depending on the method of operation, shows that the largest number of underground
repairs are performed on wells equipped with rod-deep pumps. This is due to the fact
that the rod-deep pumps operate in an aggressive environment with water content of
the fields at 60% and above and a significant salt content. Most of the current repairs
of wells with rod pumps are related to the need to eliminate breakage of the rods and
various seizures of the tubing, because some of the rods work in a corrosive
environment in which the metal is corroded.

Optimizing the organization of repair maintenance of wells requires the introduction
of a system of planned and preventive repairs and distribution of work between
structural units of enterprises and third-party organizations, which, ultimately, will
minimize costs and quality work. The combination of repair work with intensification
of oil and gas production should be continued, as it allows to achieve time savings
through preparatory and final works, well silencing works, lowering and lifting
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operations, which leads to an increase in total oil and gas production and savings on
some types of ancillary work. A significant reserve for improving the organization of
repair services is the specialization in the performance of preparatory and final works
of one of the teams and the improvement of technical support by updating the fleet of
repair equipment. This will minimize downtime of repair crews and increase the share
and amount of time of direct repair work in the overall balance of the calendar time of
crews of overhaul and current repair of wells.

3 The task of mass service for the organization and
management of repair services of oil and gas production
enterprises

Making complex managerial decisions involves predicting scenarios of events and
consequences of taking certain decisions for the activities of enterprises [18].
Therefore, to ensure undisturbed operation of equipment at enterprises [14], support a
variety of business processes [6] and different sectors of the economy [16] the theory
of queuing is widely used.

Since an insufficient number of repair crews at oil and gas production enterprises or
untimely maintenance can lead to well downtime and significant damage, therefore well
repair by crews can be considered as a multi-channel queuing system with applications
for repairs as a stream of service requirements. The maintenance procedure consists in
the allocation of a repair crew according to the application. The application is
considered to be satisfied after the completion of the work of the crew at the facility.
There is a queue of applications to be satisfied in the order they are received. The
application, which is received when all the repair crews are busy, remains in the system
until it is satisfied.

When setting the queuing problem for the organization and management of repair
services of oil and gas companies, it is assumed that the system has N repair teams
(absolutely reliable service channels). Demand for repair crews is characterized by the
flow of applications from individual wells requiring the j* type of work. The intensity
of the flow of applications for the repair team from the i well, requires the j* type of
work (the average number of applications per unit time), is 4;. The duration of the work
by the repair team at the i well, which requires the j* type of work, is #; days. It is
assumed that #; is a random variable having one or another distribution law. It is also
necessary to enter a value u = 1/T}; — the intensity of servicing applications, where T}
is the average duration of the crew’s work at the facility.

The condition for the existence of a stationary mode of operation of the queuing
system (when the queue of service applications is stabilized) is the inequality as follows

N>p=2/u (1

where 4 = (b/a)(t/a)*" is the rate of unprocessed applications.

The parameter p, which is called the loading of the service channel, plays a pivotal
role in any characteristics of the system: the greater is the load and the closer is the
performance boundary, the longer is the average time of requirements in the system,
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that is, there are more downtimes of wells.

The objective function in solving the problem of substantiating the need for repair
crews is the average amount of expenses for their maintenance and losses from
downtime of wells:

Czi = (CiCOTlStNi + CivaTNi) + Z?:l Q]M],l = 1, m, (2)

where C£°™* are fixed costs of an hour work of the i crew;

N; is the number of i repair crews;

CP%" are semi-variable costs of an hour work of the i" crew;

N; is the average number of working i teams, equal to p;

Q; are hourly average losses from downtime of the /™ well;

We assume that the sequence of moments of applications receipt for repair crews is
a Poisson stream, and the duration of their work during well repairs is distributed
exponentially. If condition (2) is satisfied, then the average number of idle wells is as
follows

Ni+1

v P

Mi = G mwipr PO @
The value p, is the probability of simultaneous downtime of all wells, which is
determined by the formula:

: )

Po = Snimipt, oM
k=0 k! N;i(1-p/N;)

In fact, the flow of applications is not always subject to Poisson distribution law, or
there are no assumptions regarding the law of distribution. In this case, simulation can
be applied for the rational management.

4 Prediction of optimizing the repair works using
simulation

Simulation is widely used to predict the activities of the enterprise and select an
acceptable scenario, as well as to minimize possible risks. It is used to overcome
stochasticity [10], to plan the operation of production systems [4; 5], allows you to
model the operation of systems in different industries [15] and make optimal
management decisions [12].

This approach has considerable flexibility, and the model obtained as a result of a
simulation experiment can be brought into line with the system under study [1; 3].

The main reasons for the popularity of the simulation method in relation to queuing
systems are:

e high adequacy between the physical essence of the described process and its
mathematical model;
o the ability to model a much wider class of systems compared to analytical methods;
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o the ability to model the operation of systems with different laws of distribution of
numerous random variables;

e modeling the functioning of systems not only in steady but also in transient modes;

e the possibility of obtaining as a result of modeling more meaningful information,
including numerical characteristics of the laws of distribution of random variables
that describe the operation of the system.

The simulation process includes a significant number of operations related to the
formation, transformation and description of the occurrence of random events, random
variables and random processes that accompany random changes in the states of the
system. Therefore, the trajectories of the motion of a complex system in the set of its
states, which are obtained by imitation, are random functions of time. The source
material for making any random objects is the so-called random numbers specified by
the random number sensor. Random numbers can be considered as possible values x;
of a random variable &, approximately described by the normal distribution law in the
interval (0; 1). The methods of constructing various complex random objects from
random numbers have been sufficiently developed at present and are called the
conversion of random numbers.

If there are no free repair crews in the system to meet the next application, a
downtime of the i well arises, and it requires the completion of the j type of work, the
duration of which is 7; in days and depends on the moment the repair crew is free having
fulfilled a previous task (application).

The objective function of the mathematical model of the process of providing wells
with repair crews is as follows

Cs = CaN+iing/‘Tg/‘ — min, 5)

=0 j=1 i=l

where C, are average annual maintenance costs for crews;

C; are the average daily losses from the downtime of the i well that requires the
completion of the j" type of work;

T, is the moment of the process stabilization.

In case of simulation, the state of the system at the next moment in time depends on
its state at the previous moment. At the beginning of the simulation, it is necessary to
set the initial state of the system, which is unknown. If we accept that all the repair
crews are free at the initial moment, then it takes some time to get an objective picture
of the use of the crews. We call it the duration of the process stabilization and assume
that the process has reached stabilization if the relative downtimes of the crews have
stabilized, that is, the following condition is fulfilled

0<Ar(T.)-Az(T, )< e (6)

where A7(7.) is an accumulated relative duration of downtime by the crews at the
moment T
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where ¢ is the predetermined value.

The value ¢ determines the accuracy of calculations in the simulation process. The
reduction in formula (6) is the relative downtime of the crews at the moment of the
process stabilization, and the denominator is the same at the previous moment of time.
The difference must be non-zero, otherwise, due to the fact that all crews are free and
the downtimes are equal to zero level at the beginning of the simulation, it will end
without starting.

Due to the fact that the cost of maintaining repair crews is calculated on an annual
average, the simulation should last until the time equal to one year. An additional
condition is therefore required

T.<T, ®)

where T, is one year in units of measurement of time modeling.

If condition (8) is not fulfilled, the simulation should be extended to two, three years
and, if necessary, further, which should be taken into account when determining the
scale of maintenance costs for repair crews.

Expressions (1)-(8) constitute a mathematical model of the well service process,
where expression (5) is a goal function and others are constraints.

To solve the problem, we need the following data:

o a list of wells that should be serviced by repair crews;

e types and parameters of laws for the distribution of applications for crews and the
duration of repair works for each well;

e losses from well downtime per unit of time;

e average annual maintenance costs for one crew;

e the number of repair crews (the minimum number of crews is determined on the
basis of condition (1) and then increases by one at each calculation cycle until the
value of the objective function (5) begins to decrease);

¢ the value ¢, the moment of completion of calculations.

5 Algorithm for modeling repair work in wells

In fig. 1 unit 1 simulates the time of the next application for the crew of the j* well. For
this, the random number sensor provides a random number, which is uniformly
distributed in the interval [0, 1]. Depending on the parameters of the selected law for
the distribution of applications for repair crews according to a special program, this
random number turns into a random number corresponding to a given distribution law.

Unit 2 chooses the moment of the earliest application. This moment is at the same
time the next moment of modeling, that is, the program “goes” at this moment into the
real timescale.
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Fig. 1. A simulation model of the organization of repair works in wells

The logical operator determines the availability of free crews. If there is a free crew, it
is allocated to satisfy the application in question. The application is considered to be
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satisfied, and the repair team — busy with repair works until the end of work at the
facility, which is modeled by unit 3.

Unit 3 functions similarly to unit 1, but converts a uniformly distributed random
number in accordance with the distribution law of the duration of the repair crew work
on the ji, well. Information on the work of the repair crew is transmitted to unit 4, just
like the information being produced by unit 5.

Unit 6 determines the utilization rate of the repair crew in time as the ratio of the
number of busy crews to the total number of repair crews N to determine the moment
of the process stabilization under the condition similar to condition (6).

When the logical unit determines the absence of crews during the next application
for the repair work, the unit 7 comes into operation, which determines the downtime of
the well as the difference between the earliest time the crew is free and the moment the
application arrived.

Unit 8 calculates the relative duration of well downtime, and the logical unit
determines whether stabilization of the process has been achieved under conditions (6)
and (8). If the answer to this question is negative, the modeling procedure continues; if
the answer is positive, block 9 calculates the total costs for maintaining the crews, losses
from well downtime and determines the value of the objective function by summing
the cost components (5).

The components of cost and the value of the objective function (5) are printed, after
that adjustments are made to the initial data, and the specified number of crews is
increased by one. This continues until the value of the objective function decreases. Its
increase indicates that the optimal number of repair crews is obtained at the previous
stage of modeling.

An exhaustive characteristic of the reliability of oilfield equipment is the law of
distribution of time between failure. If the form of this law and its parameters are
known, then it is relatively easy to determine any characteristic of the operational
reliability of the system. A statistical definition of the law of uptime is associated with
significant difficulties.

To set it, according to the statistical data, graphs of statistical functions of the
reliability indicator are built. Since the density of distribution more clearly reflects the
specific features of the distribution law, then, as a rule, this function is first built so that
one could assume the form of the distribution law according to its form.

When constructing the statistical function of the distribution density along the
abscissa, the intervals of the statistical series are laid aside. At each interval of the
statistical series there is a rectangle, the height of which is equal to the ratio of the
frequency to the width of the interval.

When processing statistical material, an important task is the selection of the
theoretical distribution law, which expresses its essential properties without an element
of randomness.

The theoretical law is chosen, taking also into account:

e the physical nature of failures;
o the shape of the distribution density curve;
e the coefficient of variation.
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The value of the coefficient of variation is determined by the formula
=2

where o is the standard deviation; £ is the average value of the system uptime, allowing
to judge the operating conditions of oilfield equipment.

It is known that if a coefficient of variation is ¥ < 0,3, a normal distribution takes
place, and if V"> 0,5, there is a Weibull distribution. The Weibull distribution function
has the following form

F(t) =1-exp[—(t/a)’] (10)

where a i b are Weibull distribution parameters.

The parameter b can be determined through the coefficient of variation. The
parameter a is calculated from the expression a =t /K, or a = 0 / Cp, where K;, and Cp
are the coefficients determined with the known coefficient of variation. When b = 1,
the Weibull distribution transforms to the exponential, and when » = 2,5 — 3,5 it is close
to the normal one. Therefore, the Weibull distribution is considered as a very flexible
law and is widely used in reliability theory. Obviously, the Weibull distribution takes
place for equipment failures resulting from its wear and aging, as well as for device
failures consisting of series-connected elements.

Thus, the possibilities of using the methods of the theory of queuing in decision-
making on the organization and management of repair services at oil and gas production
enterprises are substantiated. The proposed simulation model makes it possible to
optimize the organization of repair work at oil and gas production enterprises, and its
implementation reduces the cost of maintenance of repair crews and reduces losses
from well downtime.

6 Application of models of organization of repair work

Practical application of the proposed models of the organization of repair works has
been carried out on the example of the fields of the largest oil and gas production
enterprises (OGPE) of the public joint-stock company Ukrnafta - OGPE
Boryslavnaftogaz, OGPE Dolynanaftogaz and OGPE Nadvirna Naftogaz. Based on the
results of processing the field data, there were established the laws for the distribution
of failures of oilfield equipment in the fields, described by the Weibull distribution.

So, breaks in tubing in oil and gas fields obey the law of probability of failure-free
operation, which is described by the expression

1.8
Pl = exp[— (f%) } (11)

Figure 2 shows the probability distribution functions of the failure-free operation and
the failure rate of tubing (breaks) at the fields of OGPE Dolynanaftogaz.
The following parameter values are accepted for calculations:
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T, = 24 days — the average duration of a repair crew use at the facility;

CFo™st = 51,5 conventional units — fixed costs in the cost of an hour work by the
crew;

C/*" = 49,5 conventional units — conditionally variable costs in the cost of an hour
work by the crew;

0; = 620,3 conventional units — hourly average losses from idle j well.

Pgt) At)
0,008
08 -
0,006
0,6 -
0,004
04 -
0,002
02 -
0 : : ; v 0,000
0 200 400 600 800 1000 1200 t

== Probability of failure-free operation = Intensity of failures

Fig. 2. The probability distribution functions of uptime and failure rate of tubing (breaks) in the
fields of OGPE Dolynanaftogaz.

Based on the distribution of the probability of failure-free operation established by law,
there are calculated the optimal between-repairs period and failure rates. The

calculation results are summarized in Table 1.

Table 1. Optimum between-repairs periods and failure rates.

Optimal between-repairs period, days Failure rates of the well, A
226 0,001935
254 0,002125
308 0,002479

Table 2 presents the results of the calculation of costs depending on the number of
crews at a failure rate 1 = 0,001935.

With an increase in the number of crews from 7 to 11, a sharp (9 crews) decrease in
total costs occurs first. The involvement of the 12th crew becomes impractical, since
the total costs increase due to the additional costs of maintaining the crews. The total
costs include the costs of maintaining crews and oil losses during wells downtime, that



120

is, they can be adjusted due to one or another component.

Table 2. Total costs for well maintenance processes at failure rate A = 0,001935.

The number of repair crews 7 8 9 10 11 12

Losses from downtime, conv. units 8301,47|1481,36| 506,09 | 197,19 | 79,65 | 32,06
Itl:ietscost of maintaining repair crews, conv. 675.11 | 725.63 | 777.11 | 827.62 |878.131929.62
Total cost, conv. units 9002,81(2233,22]1308,46]1051,04|984,01{987,90

Table 3 shows the results of cost calculation depending on the number of crews with
the failure rate 4 = 0,002125.

When analyzing the dependencies (table 3), a similar trend is observed for the
dependencies presented in table 2. That is, the optimal number of repair crews is 12.
The involvement of another crew is unprofitable. Although losses from downtime
continue to decline, at the same time, costs for crews are growing, which, in turn,
increases total costs by 2,8%.

Table 3. Total costs of well servicing processes at failure rate 1 = 0,002125.

The number of repair crews 7 8 9 10 11 12 13
Losses from downtime, conv.
units

The cost of maintaining repair
cTews, cony. units 701,34 | 751,85 | 803,34 | 853,85 [904,36(955,84(1006,36

Total cost, conv. units 14256,07]2556,69]1399,77|1086,011999,56/993,73{1021,90

13555,70(1804,84| 597,40 | 233,13 | 94,22 | 38,86 | 15,54

Table 4 shows the results of cost calculation depending on the number of crews with
the failure rate 4 = 0,002479.

Table 4. Total costs of well servicing processes at failure rate 1 = 0,002479.

The number of repair crews 8 9 10 11 12 13 14
Losses from downtime, conv.

units 8351,01(1664,96| 597,40 | 243,82 | 103,94 | 43,71 | 18,46

The cost of maintaining repair| ¢, 10 | ¢51 91 | 902.42 | 953.90 |1004.41|1055.90]1106.41
CIrews, conv. units

Total cost, conv. units 9152,41|2516,86|1499,82]|1197,72|1107,38]1098,64[1123,89

With the failure rate 4 = 0,002479, the optimal number of crews is 13, so that total
costs decrease by 0,8% due to a decrease in loss from downtime by 57,9%.

7 Determining the optimal number of crews for various
failure rates

If the failure rate is A = 0,001935, the optimal number of crews is 11, the total costs are
984,01 conventional units, if A = 0,002125 — respectively 12 and 993,73 conventional
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units, if 1 = 0,002479 — respectively 13 and 1098,64 conventional units. A further
increase in the number of repair crews is inefficient, although losses from well
downtime are reduced, but the costs of their maintaining are growing much faster,
which leads to an increase in total costs. With an increase in the number of crews, losses
from well downtime are rapidly decreasing, then gradually equalizing. This is due to
the fact that at first the losses from downtime are very high, and the costs of maintaining
the crews are relatively low.

Fig. 3 and table 5 show that losses from downtime of wells at different A, when 8
and 9 crews work, are significantly different. In the future, the situation is leveled. This
is due to the fact that a larger number of crews repair more wells, reducing their
downtime, but at the same time, their maintenance costs increase.

Losses, conv.units
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7 8 9 10 11 12 13 crews
—+—A=0,001935 -—@—A=0,002125 A=0,002479
Fig. 3. The losses from downtime of wells at different A.
Table 5. Losses from downtime of wells at different A.
The number of repair crews| 7 8 9 10 11 12 13 | 14
A =0,001935 8301,47(1481,36( 506,09 |197,19] 79,65 | 32,06 | - -
A =0,002125 13555,7{1804,84| 597,40 [233,13]| 94,22 | 38,86 |15,54| -
A =0,002479 - |8351,01|1664,96|597,40(243,82|103,94|43,71|18,46

Figure 4 reflects the increase in costs with the increase in the number of crews. It shows
the same upward trend in cost if 4 increases. If there are 8 crews with A = 0,001935, the
costs make 725,63 conv. units, and at 4 = 0,002479 — 801,39 conv. units, i.e. with an
increase of 1 at 0,000544, costs increase by 9,5% (table 6).

Fig. 5 and table 7 shows that the minimum total costs are in the range from 1013
conv. units up to 1131 conv. units that is, the number of crews varies from 11 to 13.
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With the increase in the failure rate, the cost curves shift to the right, which is explained
by a large number of repairs, and as a result, there is required an additional number of
repair crews [7].

Costs, conv_units
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Fig. 4. The costs for maintaining a repair crew at various A.
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Table 6. The total costs of well servicing processes for various 4.

The number of repair crews| 7 8 9 10 11 12 13 14
A =0,001935 675,11|725,63|777,11|827,62|878,13| 929,62 - -
A =0,002125 701,34|751,85|803,34/853,85[904,36| 955,84 [1006,36] -
4 =0,002479 - |801,39(851,91]902,42(953,90{1004,41|1055,90[1106,41

Table 7. The total costs of well servicing processes for various A.

The number of repair 4 g 9 10 1 12 13 14
Crews

A =0,001935 9002,81]2233,22|1308,46/1051,04| 984,01 | 987,90 - -

A =0,002125 14256,1|2556,69|1399,77/1086,01] 999,56 | 993,73 |1021,90] -
2.=0,002479 - 19152,41(2516,86|1499,82|1197,72{1107,38|1098,64(1123,89

8 Conclusion

It is established that the continuity of oil and gas production largely depends on the
operation, maintenance and repair of wells, so there is a growing need for their special
maintenance and repair, due to wear and tear of operating equipment and the need for
special measures to protect the subsoil. Work on repair service of wells involves current
repairs and overhauls of wells and care of the operational equipment in the period
between the next repairs.

The model of organizing repair works at oil and gas companies has been developed,
and its implementation ensures the optimization and prediction of the costs of
maintaining repair crews and the reduction of losses from well downtime. Well repair
by repair crews is considered as a multichannel queuing system in which the flow of
service requests is the flow of repair applications. The maintenance procedure consists
in the use of a repair crew according to the application, which is considered completed
after the completion of the work of this crew at the facility, and the order of satisfying
applications is carried out in the order they are received.

The practical implementation of the proposed models is carried out on the example
of the organization of repair work for oil and gas companies OGPE “Dolynaftogaz”,
OGPE “Borislavnaftogaz” and OGPE “Nadvirnaftogaz” and confirmed the feasibility
of using the methods of queuing in decision-making on the organization and
management of repairs. It is established that the increase in the number and intensity of
equipment failures requires an increase in the number of repair crews. However, such
an increase is not always advisable, since the costs of maintaining the crews begin to
exceed the losses from the downtime of the wells.
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Abstract. Cluster analysis of the efficiency of the recreational forest use of the
region by separate components of the recreational forest use potential is provided
in the article. The main stages of the cluster analysis of the recreational forest use
level based on the predetermined components were determined. Among the
agglomerative methods of cluster analysis, intended for grouping and combining
the objects of study, it is common to distinguish the three most common types:
the hierarchical method or the method of tree clustering; the K-means Clustering
Method and the two-step aggregation method. For the correct selection of
clusters, a comparative analysis of several methods was performed: arithmetic
mean ranks, hierarchical methods followed by dendrogram construction, K-
means method, which refers to reference methods, in which the number of groups
is specified by the user. The cluster analysis of forestries by twenty analytical
grounds was not proved by analysis of variance, so the re-clustering of certain
objects was carried out according to the nine most significant analytical features.
As a result, the forestry was clustered into four clusters. The conducted cluster
analysis with the use of different methods allows us to state that their combination
helps to select reasonable groupings, clearly illustrate the clustering procedure
and rank the obtained forestry clusters.

Keywords: cluster analysis, k-means clustering method, forestry, recreation.

1 Introduction

The intensive development of recreation in the world creates motivation to use
significant reserves of recreational resources. To expand the use of forest recreational
resources, it is necessary to use for this purpose not only nature reserves, but also to
involve more and more forests of state forestry farms in this use. The reserves of
recreational forest use on the territory of Ukraine are significant. Therefore, there is a
need to assess their development on the basis of the classification of forestry areas on
many analytical grounds. Taking into account the fact that such classification is a rather

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).
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time-consuming task, it is proposed to carry out forests clustering with the help of
software.

The use of cluster analysis methods is dictated primarily by the fact that they help to
build scientifically based classifications, identify internal links between the observed
population units. In addition, cluster analysis methods can be used to compress
information, which is an important factor in the conditions of constant increase and
complication of statistical data flows. That is why this type of statistical analysis is of
great importance when analyzing the development of recreational facilities. It should
be noted that recently cluster analysis has received considerable attention from
domestic and foreign experts in various scientific fields. One of the reasons is that
modern science is increasingly relying on classification for its development. Moreover,
this process deepens as knowledge specialization grows, which in its turn is based
largely on objective classification. Another reason is related to the accompanying
deepening of specialized knowledge, the increase in the number of variables, taken into
account in the analysis of certain objects.

Clustering of the studied forests will allow the effective management of recreational
areas, taking into account the reserves for improving the development of areas for
selected components and also to develop at the state level the Strategy of recreational
forest use development in Ukraine for the maintenance of the National recreational
product competitive in the domestic and world markets. Taking into consideration the
fact that each region of Ukraine is characterized by its natural and climatic conditions,
ethnic traditions and historical and cultural recreational features, there is a problem of
qualitative analysis and assessment of the level of recreational facilities development.

2 Background

The foreign scientists, who studied the issue of recreational forest management, are
Simon Bell [2], William M. Murphy [11], Lloyd C. Irland, Darius Adams, Ralph Alig,
Carter J. Betz, Chi-Chung Chen, Mark Hutchins, Bruce A. McCarl, Ken Skog and Brent
L. Sohngen [6], Nerida Anderson, Rebecca M. Ford, Lauren T. Bennett, Craig Nitschke
and Kathryn J. H. Williams [1], Artti Juutinen, Anna-Kaisa Kosenius and Ville
Ovaskainen [7], Markus A. Meyer, Joachim Rathmann and Christoph Schulz [10], Tina
Gerstenberg, Christoph F. Baumeister, Ulrich Schraml and Tobias Plieninger [5], Kee-
Cheo Lee and Kee-Rae Kang [9], Hyun-Kyu Shin and Hong-Chul Shin [12], Yevstakhii
Kryzhanivskyi, Liliana Horal, Vira Shyiko, Oleksii Holubchak and Nataliia Mykytiuk
[8].

Markus A. Meyer, Joachim Rathmann and Christoph Schulz proved in [10] that
visitors cluster along major paths or regions in urban and rural forest, recreation of the
local population is highly driven by relaxation, forest structures and demographic
factors play a minor role for forest benefits, forest benefits do not strongly vary within
the area of the forests, forest management should focus on avoiding nuisances to
support forest benefits. They found a weak connection between recreational behavior
and demand for specific forest characteristics. For local recreation, we recommend to
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provide a basic level of highly rated FB and to avoid nuisances rather than designing
forests for a desired appearance.

Tina Gerstenberg, Christoph F. Baumeister, Ulrich Schraml and Tobias Plieninger
in [5] identified frequencies of activities in urban forests, visualized activity-specific
hot routes, and unveiled the contributions of landscape features to recreational use
intensity. The hot route maps represent an advancement of existing forest function
maps, as they were based on more reliable spatially explicit data on where people move
in forests. They used a public participation mapping procedure as a basis for visualizing
recreational use intensity. These maps may aid forest managers to tailor management
according to residents’ forest uses and preferences, prioritize objectives, and prevent
conflicts between re-creational user groups, conservationists and representatives of the
timber industry. They conclude that urban forest managers may promote outdoor
recreation by maintaining large proportions of broadleaved dominated stands. Finally,
accessibility to water bodies as well as unique structural compositions — as represented
by protected habitats — may enhance recreational use [5].

The purpose of Kee-Cheo Lee and Kee-Rae Kang [9] is to classify the forests by
considering the supplier’s perspective as well as the user’s perspective in order to
provide fundamental materials for the operation of the natural recreation forests. A
factor analysis was conducted to identify the common characteristics of the selected
twelve variables by pre-selection and survey of experts. K-means cluster analysis was
conducted among those factors to classify the natural recreation forests in Korea. Four
factors were drawn after the factor analysis and the factors were named according to
the variables and sizes as ‘The use performance and visiting condition factor',
‘Education and settlement factor’, ‘Internal activation factor’ and ‘Potential factor’. In
addition, the cluster analysis of the matrix was conducted for the points of the drawn
factors and the final classification consists of five groups. The results of this study may
contribute to providing fundamental materials for the operation and management of
natural recreation forests. Also, it may act as a reference when investigating the natural
recreation forests of Korea. Proposing the classification natural recreation forests could
be helpful in selecting the proper recreation forest in the future. Based on the established
model, fundamental materials could be provided to improve the profitability of the
natural recreation forests by effectively expanding the number of tourists, creating new
natural recreation forests and proper maintenance and management [9].

Hyun-Kyu Shin and Hong-Chul Shin in [12] segmented recreational forest’s visitors
for marketing based on purpose of visit. Using the factor analysis, cluster analysis, cross
tab, and t-test to find out different behavioral intention in each cluster, the result elicited
some implications. First, 2 clusters were founded and has difference in behavioral
intentions. Cluster 1 (married, 200~300 hundred won income) has higher satisfaction,
revisit intention, recommendation intention. The result shows that market researcher in
recreational forest should approach different marketing strategy and has various
facilities, active program. This research needs to survey broad region to generalized
result [12].

Thus, having considered the scientific works of both foreign and domestic
researchers of the recreational forest management problems and without diminishing
their scientific value to improve development of recreational forest management, it is
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possible to consider and necessarily classify the recreational region for a component
that is its own manufacturer [8].

3 Methodology

As it is known, for complex evaluation of every economic process or its components,
the methods of integrated indicators calculation are conventionally applied using
different economic and mathematical methods and approaches. The complex
evaluation is required to define the potential of recreational forest management,
considering the development of all its components. Therefore, in [8] we propose to
evaluate the potential of recreational forest use by performing the following steps: to
identify the recreational forest use potential components; to develop and form a system
of quantitative and qualitative indicators (indices) in order to evaluate the efficiency of
recreational forest use potential by its component composition; to evaluate the
efficiency of recreational forest use of the regional territories by individual components
of the recreational forest use potential using certain indicators; to comprehensively
evaluate the efficiency of each recreational forest use potential component; to conduct
an integrated evaluation of the efficiency of recreational forest use by means of using
taxonomic analysis methods and fuzzy set theory; to determine the level of the
recreational forest use potential by comparing the integrated indicator value with its
standard (critical) values [8]. Based on the previous studies of recreational forest
management, the following structural components of recreational forest management
potential can be formed: a resource component, social component, economic
component, innovation and investment component. Each component of recreational
forest use is characterized by a system of performance indicators. According to the
above characteristics of each component, the following system of indicators can be
proposed, considering the attributes of recreational activity, which are listed in table 1
[8].

Economic and mathematical modelling of evaluation of the recreational forest
management potential determined the efficiency of recreational forest use of regional
territories by individual components of recreational forest management potential using
indicators specified in table 1. A taxonomic method based on determination of
taxonomic indicators of each component [8] was used for this stage.

To approve the methodology of assessing the recreational potential of forest use, a
typical forestry of the Western region of Ukraine was selected, including 8 forestries.
It is worth mentioning that as a result of the underdeveloped information and statistical
infrastructure of forestries, it was not possible to calculate a required system of
indicators, shown in table 1. However, the taxonomic indicators were calculated based
on the actual statistical base on the resource and social components of each forestry.
The calculation results of forestry activity were summarized in table 2.

Therefore, based on obtained calculations we can conclude that recreational forest
management in Ukraine is low, confirmed by the level of recreational forest
management potential (table 2). Of 8 analysed forests only in Forestry 1 the potential
level is average, in two forestries the integrated indicator of recreational forest
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management potential level has been set at a level below average, and the remaining 5
forests have a low level of recreational forest management. Graphically obtained results
are shown in figure 1 [8].

Table 1. Evaluation indicators of the recreational forest management potential components.

Component Indicator Substantiation
Area of recreational ter-|Total area of forestry intended for recreational forest
ritories, km? use
Number of recreational Number of recreational places located on the forestry
places, quantity territory intended for recreational forest management
The level of attractive-|The indicator can be evaluated according to the
Resource ness of natural and re-|following criteria: exoticism, uniqueness, aesthetics,
component |creational resources comfort, etc.
ality factor of forest . . L
Qu Y tactor oL TOTest 14 jescribes the level of recreation applicability
vegetation
Exoticism degree (cont-|,, . . . .
. It is determined as a contrast ratio degree of the resting
rast) of recreational ter- . . .
. place relative to a recreant's permanent residence
ritory
Proportion of total fo-
restry costs on mainte-{It shows the proportion of the total costs on
nance of recreational/maintenance of recreational territories
places, %
Efficiency factor of re- . .
ciency actor of re It shows attractiveness of recreational forest
creational forest mana-
management
Economic gement
Wear coefficient of re-
component . . .
creational fixed assets|It characterizes wear level of recreational fixed assets
(FA)
Volume of marginal . . .
. They reflect the effect, achieved by improving the forest
costs for growing 1 ha ) .
. as a means of labor in recreation sphere
of recreational forest
Capacity of a single re-|It shows the maximum permissible number of persons
creational load on recreational territory
Proportion of recreant|It shows a proportion of recreant employees in the total
employees number of staff involved in recreational activities
The capacity of recreation centres (resorts, tourist,
health, recreational complexes) is a simultaneous
Recreational capacity |number of recreants that can be located in this centre,
Social com- without disturbing ecological balance within this centre
ponent and surrounding territories
Recreational load per 1{It determines attendance intensity for any segment of]
ha of forest the day, during weekends, weekdays
Th T f va- ..
¢ average stay of va It shows an average length of stay of visitors on the
cationers on the recrea- . .
. ) recreational territory of forest area
tional territory, h
. Cost amount on marke- . .
Innovation . R It characterizes the development level of marketing
. ting activities of recrea- N
and  invest-|,. . activities
tional territories
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Component Indicator Substantiation
ment compo-|Efficiency of innovation
nent implementation of re-|It characterizes the innovation level and efficiency of

creational forest mana-|recreational innovation use
gement

Amount of investments|It shows the amount of investment resources aimed at
in recreational activity |recreational activities
Proportion of foreign in-
vestments in recreatio-
nal activities financing

Quantity of the won
grants (programs) to fi-|It characterizes relevance of the recreational sphere
nance recreational acti-|development
vities

It shows amount of recreational activity financing at the
expense of foreign financial sources

Table 2. Taxonomic analysis results of recreational forest management of a typical forestry.

- (o] en < w o o~ >}
= o | | | | = >
sl s8]

Indicator 2l 2121212121 %2| %
St St St Bt St St Bt St
=] =] (=) =] =] (=) =] =]
| R | R [ R | R [ R | R [ R
Taxonomic indicator of resource component 1.00{0.51{0.33]0.36{0.32|0.33]0.31]0.33
Taxonomic indicator of social component 1.00/0.56/0.56{0.30{0.30{0.21]0.39{0.39
Taxonomic indicator of economic component 0.00{0.00/0.00{0.00{0.00]0.00{0.00/0.00
Taxonomic indicator of innovation and investment 0.0010.0010.0010.0010.0010.0010.00(0.00
component
Integra}ted indicator of recreational forest management 0.5010.2710.2210.1610.1610. 1410 1700 138
potential level

Thus, according to the results of economic and mathematical modelling of the
integrated indicator of recreational forest management potential level, it can be
concluded that the recreational forest management potential in Ukraine is low
(figure 1), so measures should be taken to improve recreational activity results and
develop this industry. As the calculations indicate, first of all, it is urgent to develop
economic and innovation investment components of the recreational forest
management potential in Ukraine.

Thus, having obtained the results of calculating the integrated indicator of the
recreational forest use level in the studied forests, we consider it necessary to conduct
a fuzzy cluster analysis of forestry based on the analysis of forest use potential
individual indicators for the studied objects. The main stages of cluster analysis of the
recreational forest use level by predetermined components are shown in the figure 2.

To implement the clustering process, it is necessary to develop a matrix of
observations x;;. In this case, the original set consists of m elements described by n
parameters, and each of its lines can be interpreted as a point or vector placed in i-
dimensional space with coordinates equal to the value of n features for a particular
forestry. Thus, in the observation matrix x;; is the value of feature i for j forestry; j — a
number of classification objects (forestry); i — a number of features of the objects.
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Fig. 1. Integrated indicator of recreational forest management level.

Selection of indicators that are most influential in the

analysis process

=l Standardization of selected indicators

Clustering of forestries using the Ward method, full

connection, k-mean algorithm

=l Formulation of conclusions

Fig. 2. The main stages of cluster analysis of the recreational forest

Using element multiplicity w, described by n-signs, each unit can be interpreted as a
point of n-dimensional space with coordinates equal to the value of n attributes for the
analysed unit. Let us represent the matrix as follows:

R . S

Xy XyyeeiXppoe Xy,

Ky, (1)

where: w is the number of study periods, n is the number of indicators of each
recreational forest management potential, x; — indicator value £ of each specific
component for a year (k= 1+n, i = 1+w).

As indicators of recreational forest use management level assessment are reflected
in various measures, they need to be standardized. One of the most common means of



132

statistical generalization for inhomogeneous populations is the standardization of
indicators by the ratio of deviation (x;) to the unit of standardization. In our case, o; is
chosen as the standardization unit. These features should be normalized using the
following formula:

xi]-—xi
Zij = ———

2

oj
when

xizi WX 3)

1

Sy :[li(xik _x_k)z:|2 “4)

W =l

where: z; — standardized value of indicator j for the i-th study period; x; — standardized
value of indicator j for the i-th study period; x; — arithmetic mean of %j indicator; g;—
standard deviation of & indicator; w — a number of periods.

The main feature of clusters is that objects belonging to one of them are more similar
to each other than objects from different clusters. Such a classification with the help of
software and computer system STATISTICA, can be performed simultaneously on a
fairly large number of analytical features. In our case, clusters will be called
geographically concentrated and interconnected by the level of recreational potential of
forestry.

Among the agglomerative methods of cluster analysis, which are intended for
grouping and combining objects of study, it is common to distinguish three most
common types: hierarchical method (I) or the method of tree clustering; K-means
Clustering Method (II) and two-step aggregation method (III).

L Hierarchical clustering is used in the formation of clusters by determining
the distances between objects and allows you to graphically visualize the
results of the study in the form of a dendrogram. These distances can be
determined in one-dimensional or multidimensional space. However, an
important step in conducting a cluster analysis is to select the correct
method for calculating the distances between the studied objects. The main
ways to determine distances are: Euclidean distance, square of Euclidean
distances, distance of city squares (Manhattan), Chebyshev distance, power
distance.

II. K-means Clustering Method is the most common among non-hierarchical
methods of cluster analysis. Unlike hierarchical methods, which did not
require prior assumptions about the number of clusters, to be able to use
this method it is necessary to have a hypothesis about the most probable
number of clusters. K-means Clustering Method builds k clusters located at
as large distances from each other as possible. Note that the K-means
Clustering Method assumes that the number of clusters includes
observations with the closest average value. The method is based on
minimizing the sum of the distances squares between each observation and



133

the center of its cluster, i.e. the function. In this case, the choice of the
number of clusters is based on the research hypothesis. If it is not present,
it is recommended to create 2 clusters, further 3, 4, 5, comparing the
received results. The input will be X, = {x14, X24,- .., Xmu} — a set of unmarked
data; Xy = {x1;, x2 ..., X} 1s a set of marked data in the class k, X;=K;=1Xs.
At the output, we want to obtain separated K sets {C;} Ky = 1 of X,, which
minimizes the objective function in k-means. Set parameters:

1. ¢t=0.

2. Initialization of cluster centers:

1
Uy = @Zﬁx}l{ X (%)

3. Repeat until convergence:

provide cluster data:

For marked data: x € x;/ provide x to the cluster Cy

For unlabeled data: for x; € x, provide to C/"! a cluster obtained from
k = arg ming||x* — ||

4. Update centers:

t+1

M = o B ()
t—t+1.

Another component of the algorithm is based on the discrepancy KL, which is a
measure of the mismatch between the two probability distributions. Taking into account
the K-dimensional probability vector of assignment of clusters p and g corresponding
to points respectively x, and x,, the discrepancy KL between p and g is given by the
formula:

KL (pllg) = 2K, p; IOgZ—:} (7)

where K is the number of clusters. In this approach, we use a symmetric variant of the
discrepancy KL, because we are dealing only with the optimization of the loss function
for p and ¢ simultaneously:

Lyq = KL(pllq) + KL(qlIp) (8)

Losses are obtained by first fixing p and calculating the discrepancy ¢ with p and vice
versa.

The described method makes it possible to automate the process of cluster data
analysis, especially if the number of clusters is unknown from the beginning. For this
purpose, the model of the neural network-based cluster data analysis system was
described on the basis of k-means and KL discrepancy methods.

I11. The two-way aggregation method is used in cases when you want to

perform simultaneous clustering of objects (columns) and observations
(rows) [11].
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The key to the adequacy of the economic objects cluster analysis results is a
reasonable choice of factors by which the grouping is carried out. Regarding the factor
characteristics, we used a four-component system of indicators, which are shown in
table 1.

The main purpose of cluster analysis is to break down the set of studied objects and
features into homogeneous in the appropriate sense groups or clusters. This means that
the task of classifying data and identifying the appropriate structure in it is solved.
Methods of cluster analysis can be used in different cases, even when it comes to a
simple grouping, and which all comes down to creating groups by the number of
similarities.

The need for an objective division of different economic objects into groups exists
constantly, because this classification allows you to find methods for effective
management of these objects. Methods of cluster analysis allow to solve the following
tasks: classification of objects taking into account the features that reflect the essence,
nature of objects; verification of the assumptions about the presence of some structure
in the studied set of objects, i.e. search for the existing structure; building new
classifications for phenomena that have been little studied when it is necessary to
establish the existence of relationships within the population and try to introduce a
structure into it.

Cluster analysis has certain shortcomings and limitations. In particular, the
composition and number of clusters depends on the selected breakdown criteria. When
reducing the original data set to a more compact form, certain distortions may occur,
and individual features of individual objects may be lost by replacing their
characteristics with generalized values of cluster parameters.

When classifying objects, the possibility of the absence of any cluster values in the
considered set is often ignored. In the cluster analysis it is considered that: 1) the chosen
characteristics allow, in principle, a desirable division into clusters; 2) the units of
measurement (scale) are chosen correctly.

The quality criterion of clustering to some extent reflects the following informal
requirements: 1) within groups, objects must be closely related; 2) objects of different
groups must be far from each other; 3) other things being equal, the distribution of
objects by groups must be uniform. The key point in cluster analysis is the choice of
metrics (or measures of proximity of objects), which crucially depends on the final
version of the objects division into groups with a given algorithm of division.

The task of cluster analysis is to, based on the data of the set X, divide the set of
objects G into m (m is an integer) of clusters (subsets) G, Ga,..., Gm, so that each object
G; belongs to one and only one subset of the breakdown and that objects belonging to
the same cluster are similar, while objects belonging to different clusters are
heterogeneous. The solution to the problem of cluster analysis is the breakdowns that
satisfy some criterion of optimality. This criterion may be some functionality that
expresses the levels of different breakdowns desirability and groups, called the
objective function. For further research, it was possible to use the methods of theories
of complex systems and equipment made by tools used to examine the necessary
systems of complexity, which were used in conventional [4; 3; 14; 13].
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Let’s perform cluster analysis according to the K-means Clustering method
described above for each of the selected components (table 3).

Table 3. Substantiation of component’s indicator.

Component Indicator Substantiation
Area of recreational territories, km? var2
Number of recreational sites, quantity var3
Resource The level of attractiveness of natural and recreational vard
component resources
Quality factor of forest vegetation var$
Exoticism degree (contrast) of recreational territory varb
A proportion of total forestry costs on maintenance of
. . var7
recreational sites, %
Economic Efficiency fac?or of recreati(?nal forest management var8
Wear coefficient of recreational fixed assets (FA) var9
component . . .
Volume of marginal costs for growing 1 ha of recreational
forest varl0
Capacity of a single recreational load varll
Proportion of recreant employees varl2
Social Recreational capacity varl3
component Recreational load per 1 ha of forest varl4
The average stay of vacationers on the recreational territory, h varl5
Cost amount on marketing activities of recreational territories varl6
Efficiency of innovation implementation of recreational forest varl7
Innovation management
and Amount of investments in recreational activity varl8
investment Proportion of foreign investments in recreational activities
component financing varl?
Quantity of grants (progran}s). won to finance recreational var20
activities

To begin with, we will standardize certain input data and summarize the results in table

4,

Table 4. The results of the standardization of the features of the recreational forest use

assessment features.

Var2 Var3 Vard

Var6 Var7 Var8 Varg Varlo Varll Varl2 Varl3 Varld Varls Varlé

Vars

Varl?

Varld Varl9 Var20

@‘m‘b‘w‘v‘»—

i [ 1
Glo|m|S|wloly

-0,4002 -0,8472| -0,3442 -0,5164/0,10241 -0,5857|0,92388 -0,8844| -0,82125
-0,2334 -0,4621-1,0818 0,28214/0,87045 -0,5857|0,37286 -0,4606/ -0,11732

0,60024 -0,4621 1,13097 1,87913 -0,6656 0,51249 0,56572 0,3871 1,290537

-0,5669 -0,8472) -1,0818 -1,3149 -0,6656 -1,1348] -1,5557 -0,4606 -1,52518 -0,72738 -0,02347 0,20112] -0,5031 -0,25273 -2,4015 -0,15213 -1,24083 -1,68157 -0,60911
-0,42176 0,328617 1,039122 0,440211 0,288836 -1,01602 -0,96713 -0,05909  -0,62619 -1,08498
-0,1467 -0,37556 1,877124 1,383519 1,371973 0,369462 1,477862 0,531783 0,429187 0,342624
0,43351 -0,4621 0,39338 1,08063 1,63849 0,23794|0,64837 -0,0367 0,586608 -0,17726 -0,02347 -1,47488| -0,5031/1,913541 1,062203 -0,15213 1,122653 0,956876 -0,60911
-0,11614 0,328617 -0,63688 0,440211 -0,25273 1,754944 1,477862 1,713523 1,484565 0,342624
2,10083 -0,8472 1,13097 1,47988 -0,6656 -0,3112/0,51061 0,81093 0,938573 0,189486 1,736974 -0,97208 -0,5031 -0,7943 0,369462 -0,15213 -0,64996 0,851338 1,294358
-0,0667 -0,4621 -0,3442 0,28214 0,10241 -1,1348/0,81368 0,6414 -0,82125 0,800733 -0,72765 0,368721 1,383519 -1,33587 -0,32328 1,477862 -1,24083 0,956876 2,246092
0,43351 -0,077 0,39338 0,68139 -0,6656 0,22794/0,89632 0,81093 0,234643 1,411979 -0,37556 0,536321/0,440211 -0,7943 -0,18473 -0,15213 -0,35452 0,7458 1,294358
-1,2338 -0,077 -0,3442 -1,3149 -1,4337 -0,5857 -1,5557 0,25995 -1,17322 -1,64425 1,736974 1,039122 -0,5031 -1,33587 -1,01602 -0,15213 -0,64996 -1,68157 -0,60911
-0,5669 0,69219 -1,0818 -1,1552 -0,6656 -0,8603 0,92388 1,23476 1,290537 -1,33863 -0,72765 1,039122 0,440211 -0,7943 0,923655 -1,29313 1,713523 0,748 0,342624
1,76737 1,07829 0,33338 -0,5164 0,10241 -0,5857| -1,0047 -1,7321 0,586608 -1,03301 -0,02347 0,03352|1,383519 -0,25273 -0,32328 -0,96713 0,531783 -1,25942 -1,08498
0,43351 3,00381 -1,0818 -0,6761 0,87045 0,23754| -1,2802 -2,1559 -0,53968 -0,42176 -0,37556 -1,47438| -1,44641 0,283836 -0,04618 1,477862 -1,24083 -0,41512 -0,89463
-0,4002 -0,4621 1,13097 0,60154 1,63849 0,51249| -1,2802 -0,0367 1,008966 0,800733 -1,07974 -0,63638  -1,44641 0,830405 -0,18473 -0,15213 -0,64996 -0,30958 -0,70428
573 0,30808 1,86857 -0,2768| -1,4337 1,61062 0,64837 0,3871/0,586608 1,717603 -1,78392 -0,13408 0,440211 1,371973 0,369462 -0,96713 -0,05909  -0,20404 -0,60911

15 70,73361 -0,077| -1,0818| -0,5164|0,87045) 2,43433|0,37286) 1,23476/ -1,52518|1,106356 1,384885 -0,80448| -1,44641| -0,25273 0,646558 -0,80413 0,531783|0,007036 0,342624
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In the first stage of the cluster analysis, we find out whether the selected objects of
study (Forestris) form “natural clusters”. To do this, use the method of hierarchical
classification, in which we select the following characteristics: Amalgamation (joining)
rule: Complete Linkage, Single Linkage and Ward’s method; Distance metric is:
Euclidean distances (non-standardized). The obtained clustering results are shown in
figures 3-6.
Tree Diagram for 15 Cases
Single Linkage

Euclidean distances
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Fig. 3. Tree diagram for 15 forestries (Single Linkage).

Complete Linkage defines a relationship between clusters as the longest distance
between two objects in different clusters (“the farthest neighbor”). Distance metric is
Euclidean distances is a geometric distance in n-dimensional space and is calculated by
the formula:

d(x,y) = /2. (xi — y)*? ©

From the obtained calculations and the constructed dendrogram it is possible to draw
conclusions that the investigated forestries form 5 natural clusters. Let’s test the above
hypothesis by dividing the original data of K-means clustering into 5 clusters and check
the significance of the difference between the obtained groups.

The best results in terms of meaningful interpretation were obtained by using an
iterative method of cluster analysis, in particular the K-means clustering algorithm with
division into three clusters. After the procedures performed by using the previously
mentioned computer program, the results of clustering were obtained, which are shown
in figure 6.
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Fig. 5. Tree diagram for 15 forestries (Complete Linkage).
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Fig. 4. Tree diagram for 15 forestries (Ward’s method).
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Plot of Means for Each Cluster
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Fig. 6. Average level of normed values of indicators for the selected clusters.

To check the quality of the clustering, a variance analysis was performed, the results of
which (table 5) indicate the relative quality of the clustering procedure: intergroup
values of variances (Between SS) do not significantly exceed intragroup values (Within
SS), except for 9 factors and the level of p- significance reaches the optimal value only
for 9 characteristics.

Next, for qualitative clustering in the cluster analysis, we include the 9 most
significant features of the previously performed analysis of variance. To implement
clustering, we use the method of hierarchical classification, in which we select the
following characteristics: Amalgamation (joining) rule: Complete Linkage, Single
Linkage and Ward’s method; Distance metric is Euclidean distances (non-
standardized). The obtained clustering results are shown in the figures 7-9.

From the obtained calculations and the constructed dendrogram we can conclude
that the studied forests form 4 natural clusters. Let’s test the above hypothesis by
dividing the original data of K-means clustering into 4 clusters and check the
significance of the difference between the obtained groups.

The best results in terms of meaningful interpretation were obtained by using an
iterative method of cluster analysis, in particular the K-means clustering algorithm with
division into four clusters. After the procedures performed by using the previously
mentioned computer program, the results of clustering are obtained, which are shown
in figure 10.
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Table 5. Analysis of variance.
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Analysis of Variance (Anpo6auisi)
Between | df Within df F signif.

Variable SS SS P

Var2 9,01688 4 498312 10  4,52371 0,024111
Var3 10,37888 4 3,62112 10  7,16553 0,005449
Var4 6,29275 4 7,70725 10 2,04118 0,164208
Varb 9,85135 4  4,14865 10  5,93648 0,010325
Var6 456180 4/ 9,43820 10 1,20833 0,366127
Var7 8,97487 4 502513 10  4,46500 0,025055
Var8 7,08283 4 6,91717 10  2,55987 0,103927
Var9 10,50677 4 3,49323 10  7,51937 0,004596
Var10 6,80881 4 7,19119 10  2,36707 0,122708
Var11 6,76535 4/ 7,23465 10  2,33783 0,125890
Var12 538430 4  8,61570 10 1,56235 0,258010
Var13 10,04167 4  3,95833 10  6,34211 0,008287
Var14 562076 4  8,37924 10 1,67699 0,230981
Var15 544553 4 8,55447 10 1,59143 0,250834
Var16 9,92733 4  4,07267 10  6,09387 0,009470
Var17 3,19534 4 10,80466 10  0,73934 0,586234
Var18 2,41334 4 11,58666 10  0,52072 0,722951
Var19 11,55609 4 2,44391 10 11,82130 0,000831
Var20 10,15565 4 3,84435 10 6,60426 0,007224

Tree Diagram for 15 Cases
Single Linkage
Euclidean distances
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Fig. 7. Tree diagram for 15 forestries (Single Linkage).
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Fig. 8. Tree diagram for 15 forestries (Complete Linkage).
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Fig. 9. Tree diagram for 15 forestries (Complete Linkage).
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Plot of Means for Each Cluster
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Fig. 10. Average level of normed values of indicators for the selected clusters.

The distance between the clusters, which are selected by K-means Clustering Method,
was calculated by a simple Euclidean distance and are presented in table 6.

Table 6. Euclidean distances between clusters.

Euclidean Distances between Clusters (Anpo6auisi)
Distances below diagonal
Cluster |Squared distances above diagonal
Number No.1 | No.2 [ No.3 | No.4
No. 1 0,000000 2,445802 1,394819 1,277132
No. 2 1,563906 0,000000 1,068632 1,250228
No. 3 1,181025 1,033747 0,000000 1,106422
No. 4 1,130103 1,118136 1,051866 0,000000

To check the quality of the clustering, a dispersion analysis was performed, the results
of which (table 7) indicate the high quality of the clustering procedure: intergroup
values of variances (Between SS) significantly exceed intragroup values (Within SS),
and the level of p-significance is much better than the normative (0.05).

Also, the contribution to the division of objects into groups is characterized by the
values of Fisher’s criterion (F-criterion) and its significance level (p): the higher the
values of the first and the smaller the values of the second, the better the clustering. For
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all parameters, without exception, the significance level approaches 0, which indicates
the high statistical significance of the F-criterion. Depending on the levels of these
indicators, forestry was grouped into four clusters (table 8).

Table 7. Euclidean distances between clusters.

Analysis of Variance (Anpob6auis)
Between | df Within df F signif.

Variable SS SS p

Var2 9,79064 4 4,209359 10  5,81481 0,011049
Var3 10,46539 4 3,534605 10  7,40210 0,004860
Varb 10,59468 4 3,405316/ 10  7,77805 0,004073
Var7 10,19347 4 3,806533 10 6,69472 0,006896
Var9 10,47683 4 3,523172 10  7,43423 0,004786
Var13 10,41854 4 3,581461 10  7,27255 0,005172
Var16 10,38962 4 3,610375 10  7,19428 0,005373
Var19 12,47685 4 1,523151 10 20,47867 0,000083
Var20 8,85809 4 5,141908 10  4,30681 0,027826

Table 8. Forestry clusters.

Forestry group| Forestry
1 cluster |1,2,9,11,12
2 cluster 4,56
3 cluster 3,7,8,10
4 cluster 13, 14,15

4 Results and conclusion

For the correct selection of clusters, a comparative analysis of several methods was
performed: the arithmetic mean, hierarchical methods followed by dendrogram
construction, K-means Clustering Method, which refers to reference methods in which
the number of groups is specified by the user. The cluster analysis using different
methods allows us to state that their combination helps to select reasonable groupings,
visually illustrate the clustering procedure and rank the obtained clusters.

Thus, the results of the cluster analysis on 9 analytical grounds confirmed the
hypothesis of separation of 4 clusters from 15 forestries. The first cluster is formed by
five forestries 1,2, 9, 11, 12, which are characterized by an average area of recreational
territories, biggest number of recreational sites and recreational capacity, lowest quality
factor of forest vegetation, proportion of total forestry costs on maintenance of
recreational sites, wear coefficient of recreational fixed assets, cost amount on
marketing activities of recreational territories, proportion of foreign investments in
recreational activities financing, quantity of grants (programs) won to finance
recreational activities. The second cluster is formed by three forestries 4, 5, 6. This
cluster is characterized by the highest level of recreational territories, quality factor of
forest vegetation, cost amount on marketing activities of recreational territories,
proportion of foreign investments in recreational activities financing, an average level
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of recreational capacity and number of recreational sites, lowest level of proportion of
total forestry costs on maintenance of recreational sites, wear coefficient of recreational
fixed assets, quantity of grants (programs) won to finance recreational activities. The
third cluster includes four forestries 3, 7, 8, 10, which have the following
characteristics: the highest level of wear coefficient of recreational fixed assets,
recreational capacity and quantity of grants (programs) won to finance recreational
activities, average area of recreational territories, number of recreational sites and
recreational capacity, quality factor of forest vegetation, cost amount on marketing
activities of recreational territories and quantity of grants (programs) won to finance
recreational activities, lowest proportion of total forestry costs on maintenance of
recreational sites. The fourth cluster includes 3 forestries 13, 14, 15 and is characterized
by the highest level of the proportion of total forestry costs on maintenance of
recreational sites and wear coefficient of recreational fixed assets, lowest number of
recreational sites and recreational capacity, quality factor of forest vegetation,
recreational capacity, cost amount on marketing activities of recreational territories and
quantity of grants (programs) won to finance recreational activities and quantity of
grants (programs) won to finance recreational activities, the lowest of recreational sites.

For the proper selection of the clusters, a comparative analysis of several methods
was performed: arithmetic mean, hierarchical methods followed by dendrogram
construction, K-means method, which refers to the reference methods in which the
number of groups is specified by the user. The cluster analysis, using different methods,
allows us to state that their combination allows to select reasoned groupings, visually
illustrate the clustering procedure and rank the obtained clusters.

The obtained results of clustering will help to develop separate development
strategies for each isolated cluster, which will increase the efficiency of recreational
areas management in the future. In addition, the results can be used to form an effective
model for the development of recreational clusters.
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Abstract. The problem of determining the investment priorities of the national
economy development has been actuated. It has been argued that the formation
of institutional preferences for activation of industry investment processes should
be carried out taking into account the potential ability of each sectoral group
enterprises to increase the added value. The scientific and methodical approach
for sub-sectors investment attractiveness assessment has been formed on the
example of the Ukrainian food industry. It has been recommended to use for this
substantiated set of relative performance indexes which are duplicated in
aggregate statistical state surveys based on the enterprise’s financial statements.
It has been formed the recommendations for the investment priorities of food
industry development in Ukraine which are based on the appropriate calculations
made by the TOPSIS and CRITIC methods. Methods of economic-statistical and
comparative analysis were used for structural and dynamic characteristics of the
Ukraine industrial enterprises activities. Given that innovation processes should
also cover small and medium-sized industrial enterprises, whose resource
opportunities are mostly limited, it is proposed to expand them within the
framework of a strategic partnership. Graphic modeling methods have been used
to visualize the process of building the business structures resource potential on
the basis of their strategic partnership. The influence of the motivational
environment on the value of organizational relations within the partnership has
been formalized.

Keywords: food industry, TOPSIS method, CRITIC method, cluster analysis,
strategic partnership, innovative potential, value of partnerships.

1 Introduction

Ensuring sustainable and dynamic development of the country is a key task of the
economic policy of each state. This policy is developed taking into account existing
and future social (including global) needs and the ability of national economic entities
to meet them, relying on their (specific for each) competitive advantages and

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).
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opportunities for their build-up. The presence of a significant number of such entities
in certain industries determines the country’s place in the world division of labor. Quite
a lot of countries use their natural resources to create competitive advantages, which
can be unique and have value in the world market, even with a minimal degree of their
processing. However, history shows that such countries, which mostly offer raw
materials for the exchange on the world markets, are increasingly lagging over time
behind in the level of economic dynamics and quality of life of the population from
other countries that develop their ability to create new consumer values.

This ability is especially necessary in the context of the global economic crisis,
which is beginning now. The COVID-19 pandemic has become a trigger for this crisis,
whose rapid deployment casts doubts on the globalization benefits and resuming
discussions about its scale feasibility. And not only in the millions of people life-saving
light, but also in the many businesses types inevitable economic losses context, this can
disrupt the national economies established structures and threaten their economic
security. This crisis pandemic nature has worsened consumer demand in many market
segments. In addition, the quarantine restrictions that are taken by the most countries
governments for slowing the COVID-19 proliferation pace have led to the numerous
logistics chains disruption and this greatly complicated many business processes [20].

As a result, a significant decrease in industrial production is expected (depending
on industry specialization). This will lead to the major job losses — especially on
enterprises that manufacture products for production systems reproduction of other
industries economic entities. Under crisis circumstances, such reproduction is usually
complicated — both due to lack of investment resources and because of uncertainty of
the future state of consumer markets. And businesses are increasingly unable to
produce high value-added products and are focused mainly on natural resources
intensive and predatory use, this forms the country’s export structure. The presence of
such disparities in the modern Ukraine’s economy is extremely urgent to overcome
them for enhancing the country’s ability to withstand the threats of global challenges
and maintain an economic security proper level.

The formation of such ability is of paramount importance to Ukraine, because the
national economy in the world division of labor still occupies the position of raw
material supplement to the economies of the developed countries. However, the current
stage of its development is characterized by a change in the vectors and priorities of
economic cooperation due to European integration processes. It is important that, in the
course of these changes, the Ukrainian economy could take the best positions in the
global market from the standpoint of macroeconomic perspectives. This requires a
sound approach to determining the directions of structural changes and their
implementation through appropriate investment processes, supported at the institutional
level through the tools of state economic policy.

Many researchers deal with the problem of the formation and implementation of an
effective state economic policy in different market contexts. In particular, in Ukraine,
this problem was reflected in the works of Dmytro Lukianenko [12], Oleksandr Bavyko
[3], Svitlana Radziyevska [19], Inesa Khvostina [7], Marharyta Sharko [21],
Oleksandra Moskalenko [13] and many others. The authors express different views
about the instruments and directions of institutional support for the development of the
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national economy, but it is indisputable that it should ensure the growth of its
international competitiveness.

A special interest in this problem arose in recent years, as the crisis phenomena were
the reason for that in the socio-economic processes of many developed countries, whose
governments supported the dominance of market mechanisms of macroeconomic
regulation. Ideally, these mechanisms should ensure capital inflows (inflows of
investments) into those sectors of the economy in which greater added value is created,
that would ensure the conditions for sustainable socio-economic growth. In particular,
this was referred to in the UN Recommendations for those countries (2013) for post-
2015 development, which justified the need to transform economies in favor of
employment and overall growth based on value added and productivity through
industrialization as the central strategy for achieving this transformation [14].

However, Mancur Olson once emphasized that, with strong lobbying, “the choice of
state support sectors can create preferences not to those who could use them most
effectively from the point of view of the interests of the country” [15]. It can be
confirmed by the fact that quite often unjustified preferences were received by
individual economic entities in Ukraine at different periods of market transformation.
Proceeding from the current political and economic realities in Ukraine, it is important
to more reasonably approach the definition of the directions for the formation of such
preferences from the point of view of improving the dynamics of overall economic
growth.

Indicating the decisive role of the state in regulating economic processes, Justin Yifu
Lin focuses on the strategic use of limited resources of the state for the targeted support
of certain industries in which a comparative advantage is probable [11]. In this, his
position coincides with the position of Michael E. Porter, who highlighted the directions
for the formation of these comparative advantages in the context of the national
economy (so-called “diamond of competitiveness”) [16]. In its composition, the
opportunities of the industrial sector, which in different countries have their structural
completeness, take on the prominent place. But most of all it creates the largest number
of jobs in it and accumulates the largest share of value added.

Supporting the necessity of developing the industrial sector in each country, Justin
Yifu Lin noted that “specific political levers and the institutional framework for
generating of optimal industrial policy results” should be defined in appropriate
contexts [29, p. 9]. Depending on the tasks to be solved in the course of structural
changes in the national economy, as well as on the institutional characteristics of the
economic environment, different forces and vectors of leverage should be chosen that
will form the economic basis of the regulatory mechanism. In our opinion, the vectors
and levers of influence should deal primarily with investment processes and form from
the standpoint of the value of investments in certain areas of economic activity for the
national economy as a whole.

Despite the variety of such tools, in their totality a significant place is given to those
that are aimed at intensifying entrepreneurial activity, especially in areas where large
industrial corporations do not see the opportunity to expand mass production,
competing with their own kind. It is obvious that in order to maintain the sustainable
development of Ukraine’s economy in the global economic crisis context, it is
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important to prevent further degradation of those areas of economic activity that are
potentially capable for increasing the country’s production and economic potential. At
the same time, the defining emphasis in the regulatory mechanism formation should be
its tools and levers general focus on increasing the national economic system ability to
compete in the global market.

It is obvious that this ability is formed through the results of the most productive and
powerful businesses, able to choose the right strategy and tactics of behavior in the
market segment, which they define as promising. And the activities are not so much
disparate as integrated, when less powerful participants are involved in business
processes.

This approach to development management for economic growth fits, on the one
hand, into the concept of sustainable development (in the sense of continuity and
complementarity of change processes), and on the other hand it relies on the resource
concept (which is most fully formulated by Birger Wernerfelt [31]). and the theory of
the firm (conceptually formulated by Ronald H. Coase [4], and expanded by Oliver E.
Williamson [32], taking into account the specifics of integration processes between the
owners of different types of resources).

Investigating the integration processes motives Tatiana Kolmykova, Olena
Lukianykhina, Nataliia Baistriuchenko and Vadym Lukianykhin [8] emphasize that
integration expands the participants’ resource capabilities and it improves their ability
to effective innovation activity and contributes to the national economy innovative
development. At the same time, Viktoriia Dergachova and Tetiana Tryhlib [5] point to
the necessity of a strategic analysis of the integration different vectors prospects based
on the all participants competitive advantages in the integration formation. Similar
positions are held by Vitalina Babenko et al [2], who used methods of economic and
mathematical modeling to develop forecasts of the economic entities’ integration
effectiveness in different scenarios.

It is obvious that the greater number of market participants working in mutually
beneficial cooperation for the result, the more important role the business processes
integrator should play in their spatial and temporal structuring. After all, he will be the
initiator of the innovation and investment project, taking on all its risks and rules of the
relevant regulatory mechanism. Moreover, his interests will dominate in the “economic
growth points” selection and the integrated partner network formation. However, to
ensure overall economic growth, these interests should not run counter to the national,
in particular, not to increase the scale of Ukraine’s exports raw material specialization.

So, the expediency of state support for economic entities innovative development
investment projects should be assessed both from a macroeconomic point of view (for
these processes effective management in the intersectoral context and taking into
account national interests in the implementation of the Association Agreement with the
EU) and economic interests market participants (micro level) because this is what
determines their strategic choice.

The purpose of the paper is to determine the investment priorities of structural and
technological changes in the Ukrainian economy in the context of the implementation
of the sustainable development concept.
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2 Research methodology

By the methods of logical analysis it has been argued the need of investment priorities
argumentation of the national economy development according to the industry-specific
based on synthetic indexes which are characterize the financial and economic dynamics
of the industry enterprises in terms of their components of liquidity, debt management,
productivity, profitability and changes in sales volumes and added value.

The method TOPSIS (Technique for Order Preference by Similarity to an Ideal
Solution) has been used for determination the relative deviation from the benchmark
by the groups of synthetic indexes of food industry enterprises activity from different
sub-sectors. The weighting coefficients of group indexes were determined using the
CRITIC (Criteria Importance Through Intercriteria Correlation) method.

Methods of economic-statistical and comparative analysis were used for structural
and dynamic characteristics of the Ukraine industrial enterprises activities. Graphic
modeling methods have been used to visualize the process of building the business
structures resource potential on the basis of their strategic partnership. The influence of
the motivational environment on the value of organizational relations within the
partnership has been formalized.

3 Results

3.1  Substantiation of priority directions of Ukraine's economy
industrial sector enterprises development investment

The great amount of losses of national economies from the permanent world financial
and economic crises and the further aggravation of geo-economic contradictions
between countries of the world economy for markets and resources forced to raise again
the question of the effectiveness of market mechanisms for ensuring the
competitiveness and sustainable development of the national economy as a coherent
economic system. Unfortunately, the realities are that national interests are increasingly
giving way to the interests of global economic players, which are powerful
multinational companies. This confirms the thesis of I. Wallerstein that the
development of the global economy is most likely to take place according to the
scenario of “fake transformation, superficial transformation” of national economies,
whose purpose is “the inviolability of the existing inequality” in the global economic
space, because this is in line with interests of the world economy leaders [30, p. 45].
In Ukraine, structural processes in the economy also develop according to the
scenario of “fake transformation” in the interests of global economic players. They are
interested primarily in expanding its resource base and markets. The main scopes of
direct foreign investment are directed in the relevant industries. According to our
calculations (made on the basis of official statistics), in the last 5 years only 1.7-2.5 %
of the total volume of capital investments is directed into the machine-building
industry, which among other industrial sectors should be able to create the largest
volumes of value added. In the food industry, which increases the degree of processing
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of agricultural raw materials (creates value added within Ukraine) it is only 4.21—
6.15 % ((table 1, built on data [27]).

Table 1. The structure of capital investment in the industrial sector of Ukraine’s economy.

Indicator Years
cato 201420152016 201720182019
Total capital investment, UAH billion: 219.4]273.1|359.21448.5|578.7(624.0

Investments in the processing industry in general:

_ volume, billion UAH 42.5146.262.2|73.9]100.9{105.9

— part, % 19.37]16.92{17.32|16.48|17.44(16.97
to the machine-building industry;

_ volume, billion UAH. 5516376 (103]125]11.0
— part in the total CI, % 2.50(2.30(2.13]2.30(2.16 | 1.76
to the food industry:

_ volume, billion UAH 13.5]13.5|21.3(18.9|30.2|31.9

— part in the total CI, % 6.1514.941593[4.21]522|5.11

As can be seen from the above data, the dynamics of investment processes in key
sectors of the processing industry can not be called such that corresponds the
requirements of the national economy sustainable development. Although in absolute
terms the volume of capital investment during the study period was constantly growing,
the part of investment to the manufacturing decreased from 19.37 % in 2014 to 16.97 %
in 2019. And the most noticeable was the investment decrease to the machine-building
industry, it was less than 2 % of the total their volume. In 2019 part of investments to
the food industry also decreased — by 5.11 % against 5.22 % in the previous year. And
compared to 2014 (6.15%) this decrease is even more significant.

At the same time, capital investments to the agricultural production for 5 years
ranged from 8.6 to 14.3% of their total volume. That means that investors in Ukraine
prefer the development of this industry, rather than processing enterprises. With such
dynamics of investment processes, Ukraine loses the opportunity to move away from
its raw material orientation. This is logical in terms of investment return — the
profitability of agricultural production operating activities is much higher than in the
food industry (fig. 1, built on data [28]).

However, while maintaining such dynamics of investment processes, Ukraine loses
the opportunity to move away from its raw material orientation. E. Reinert, well-known
expert on economic growth, stressed that all rich countries, without exception, became
rich in the same way, based on a common strategy for all of them, which is to abandon
the raw material orientation of production and exports in favor of manufacturing [18].
After all, this provides a significant increase part of value added in the gross domestic
product structure.

It should be emphasized that the development of the food industry should be one of
the priorities in Ukraine. Being equipped with the latest technology, it will be the
leading link in the chain of creation of consumer values, increasing the value added in
the processing of agricultural raw materials of domestic origin. Processing enterprises
of the food industry can combine the economic entities of the national economy
involved in the whole process of food production in the interval “from raw materials to
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the final consumer”. As the main integrators of the promotion of products to the foreign
market, they will contribute to an increase in domestic commodity circulation in
Ukrainian agriculture and an increase in external demand for high-quality food
products.

45

40 A
35
30 4

Level of profitability, %
38

2011 2012 2013 2014 2015 2016 2017 2018

— —=— — Manufacture of food products, beverages and tobacco
——— Agriculture, forestry and fisheries

Fig. 1. Comparative dynamics of Ukraine’s enterprises operating activity profitability in the
spheres of agricultural products production and processing.

Obviously, in order to ensure sustainable economic dynamism, Ukraine must develop
its industrial sector by creating new jobs with attractive working conditions. However,
the formation of institutional preferences for activating investment processes in
industry should be made taking into account the potential ability of enterprises of each
branch group to increase the value added, and also to be competitive in the strategic
perspective.

Therefore, the determination of the priority and investment attractiveness of the
national economy sectors is possible only with the determination of their dynamics and
developmental capacity, which is determined by a number of relative performance
indicators in international business practice and is duplicated in aggregate statistical
state surveys based on the financial statements of enterprises grouped according to
sectoral characteristics and value added. The grouping and the procedure for calculating
these indicators are given in table 2 [22].

On the basis of grouped indicators, first of all, it is necessary to determine the
synthetic indicator of economic and financial efficiency of the national economy of
Ukraine in terms of the opportunities for the development of a particular industry that
can be ensured by the TOPSIS (Technique for Order Preference by Similarity to an
Ideal Solution) method [17; 10] taking into account the following steps:

— definition of the hierarchical structure of the multicriteria problem of the levels of
the national economy development;

— normalization of the values of economic and financial indicators;

— substantiation of criteria and features of financial and economic indicators on the
basis of assigning weighting coefficients to them using the CRITIC (Criterion
Importance Through Intercriteria Correlation) method [1];
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— determination of the synthetic measures for economic and financial efficiency using
the TOPSIS method.
— linear ordering of the national economy branches.

Table 2. Indicators of evaluation of economic and financial situation.

Indicator | Calculation procedure
Group of financial liquidity

Current liquidity Current assets / current liabilities
Instant liquidity [Current assets — stocks — accrual] / current liabilities
Cash flow Short-term investments / Current liabilities

Debt burden and the ability to service it
Total debt obligation Commitments and provisions for liabilities / assets
Commitment by tangible assets Fixed assets / long-term liabilities
;%lezge of liabilities with financial [Operating profit + depreciation] / total liabilities
Coverage of interest with operating profit|Operating profit / interest

Productivity
Total turnover of assets Revenue / asset summary
Productivity of operating assets Gross value added / operational assets
Productivity of fixed assets Gross value added / fixed assets
Labor efficiency Gross value added / number of employees
Cost Index Operating expenses / operating income
Profitability
Operational Operating profit x 100 / operating income
Operating assets [Operating profit + depreciation] x 100 / operating
assets
Invested capital Operating profit X 100 / invested capital
ROA (Return on Assets) (Net profit / average assets) 100
ROE (Return on Equity) (Net profit / average annual amount of equity) 100
The dynamics of change

Revenue from sales (Revenuet — Revenuet.1)100/ Revenue. |
Gross value added (Value added: — Value added:-1)100/ Value added at.1

At the stage of formation of the hierarchical structure of the evaluation multicriteria
task, the following elements are considered: the main criterion of evaluation, the
subcriteria, features and objects of evaluation. The main criterion is positioned at the
highest level of the hierarchy and contains several subcriteria (individual criteria
contain features that describe the objects of evaluation) [10]. Peculiarities create
features of development levels of objects, that is, branches of the national economy.

The choice of characteristics of the economic and financial state of the industries is
based on objective and statistical analysis, and in order to exclude highly correlated
features, the matrix analysis of the inverse correlation R is provided (in the case of
excessive correlation of certain features relative to other features, the diagonal elements
of the matrix R will exceed the unit that will be detected in bad numerical
conditionality of the matrix R [10].
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The value K of economic-financial characteristics for V of statistical units (branches
of economy), established on the basis of objective and statistical analysis, are
summarized in the matrix of dimensional data (N x K):

X11 X11 e XK
X21 X22 e Xog

=t ) (M
XN1 XNz .-+ XNK

where x; (i = 1, ..., N), (j = 1, ..., K) indicates the value of the jth feature in the ith
statistical unit.

At the second stage, the normalization of functions is ensured in order to combine
them into numeric ranges, and different approaches are used for that [10]. In our case,
it is expedient to use the linear normalization approach — zeroed unitarization — by
means of which one can compare the stimulator and the disintegrator on the basis of a
single dimensionality using transformation formulas:

xij—min{xij}

Zij = W (stlmulator); (2)
_ max{x;j}—xij . A
Zij - max{xij}—min{xij} (desnmlﬂator)’ (3)

Nominals:

xij—min{xij}
Zl] nom{xij}—min{xi]-} ’ xl} - nom{xl]} (4)

or

maxiXijs—Xij
zi; = m,x” < nom{x;;} ®)
Converted values of z; features are normalized in the interval (0,1).

The third stage is devoted to the formation of weighting coefficients for economic
and financial indicators using the CRITIC method [1], presented in the form of
W =W, W,,...Wg.

Weighting factors in this specified method are determined taking into account the
standard deviation of each of the characteristics and coefficients of correlation between
the features, and their vectority is as

M@zC}/Zf:le:l,j:l,Z,...,K (6)
follows:
G = Sjn Lh=1(1 =150, j = 1,2,...,K @)

where: s;;) — standard deviation, calculated for the normalized values of the jth feature;
rix — correlation coefficient between jth and kth features, for which Z;(:l w; = 1.
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In the future, the product of the normalized values of the features is determined by
weight coefficients:

Zi*]'=ZL'jWL'j,l.=1,2,...,N,j=1,2,...,K. (8)
At the fourth stage, we use a reference method for determining the value of the synthetic
feature using the classical TOPSIS method for calculating the Euclidean distance to

each object of the model:
* development

zt:zt = (mlax(zl-*l), miax(zz‘z),...,mlax(z;*,()) = (zf,zt, ..., z%); 9)

+ antidevelopment
z7iz” = (miin(zg*l),miin(zi*z),...,miin(zlf“K)) =(21,21,---,2K) (10)

In the case of zeroed unitarization we will receive:

zt = (1,1,...,1) orz- = <0,0,...,0> (11)
I3 I3

After defining an example of development and anti-development, the Euclidean
distances of each unit of evaluation will be calculated as follows:
+ development

zt:df = XK (2 — z")? (12)
+ antidevelopment
zt:d; = (XK (2 — 77)? (13)
The next step is to calculate the synthetic function value Si:
-

i_0<S;<1,(i=12...,N). (14)

i = oF
df +d;

The smaller the distance of the desired unit from the developmental standard and,
accordingly, farther from anti-development, the closer to 1 will be the significance of
the synthetic function.

At the final stage, it is proposed to rank the branches of the national economy in
accordance with the calculated synthetic values of economic and financial efficiency.

The multidimensional analysis of sub-sectors of the food industry sectors of Ukraine
was carried out in accordance with the described methodology. In the State Classifier
of Products and Services SC 016-2010 [25], the food industry is included in the section
C (processing industry) and includes enterprises producing goods under codes 10 and
11.
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Based on the data of the State Statistics Committee [26], the interim calculation of
TOPSIS synthetic indicators for the food industry of Ukraine by the formed five groups
(see table 1) was carried out for 2 sub-periods: years of 2013-2015 and 2016-2018.
Output results made it possible to specify seven groups of food producers that differ in
terms of financial liquidity, debt load and maintenance, productivity, profitability, and
dynamics of changes determined by intervals. The results of synthetic TOPSIS values
and real values form separate clusters that are subject to cluster analysis. It was
conducted taking into account individual concentrations (clusters) during the indicated
periods. The results of cluster analysis are presented in tables 3 and 4 [22].

Table 3. Ukrainian food industry clusters according to the resalts of calculation synthetic

indexes.
. Clusters .
Indicator 7 > 3 4 3 3 - Medium
Current liquidity 1.15| 1.41 1.44 | 1.16 | 1.31 1.2 2.5 1.36
Instant liquidity 0.84| 095 | 091 | 0.64 | 0.72 | 0.87 | 1.68 0.88
Cash flow 0.19] 0.25 | 0.17 | 0.07 | 0.13 | 0.16 | 0.83 0.2
Synthetic, S1 0.39| 039 | 0.34 | 0.31 | 0.29 | 0.39 | 0.51 0.36
Total debt obligation 0.54| 043 | 043 | 0.63 | 0.57 | 0.47 | 0.29 0.49

Commitment by tangible assets | 4.07 | 6.25 | 5.67 | 439 | 3.88 | 594 [ 14.79| 5.56

Coverage of liabilities with | 5 0> | 1559 | 629 | 3.68 | 2.73 | 15.11 | 70.17| 10.46
financial surplus

Coverage of interest with

022 038 | 027 | 0.15 | 0.14 | 048 | 0.38 | 0.28

operating profit
Synthetic, S» 031 045 | 0.40 | 0.23 | 0.26 | 0.47 | 0.56 0.36
Total turnover of assets 2.51 1.6 143 | 1.68 | 1.48 | 1.86 | 1.38 1.75

Productivity of operating assets | 0.45 | 0.53 04 ]1031]028 | 073 | 0.53 0.44
Productivity of fixed assets 081 09 | 081070071 | 126 | 1.08 | 0.87

Labor efficiency 88.98|120.43 |119.26{110.97(117.45(219.16/139.98| 124.04
Synthetic, S3 0.34| 035 | 0.27 | 0.24 | 0.21 | 0.51 | 0.34 0.31
Operational 325 790 | 552 | 3.99 | 3.39 | 9.67 | 5.84 5.47
Operating assets 11.91] 1840 |11.46| 7.16 | 6.22 | 31 |[10.13| 13.53
Invested capital 5.16| 9.79 | 6.21 | 3.66 | 2.59 | 15.08 | 6.8 6.79
ROA (Return on Assets) 15.77| 21.79 | 15.1 | 11.82]10.7229.63 | 17.11 | 17.06
ROE (Return on Equity) 12.88| 18.99 | 11.8 |10.47| 7.25 |30.68 | 13.68 | 14.61
Synthetic, S4 0.38]| 054 | 0.44 | 034 | 0.31 | 0.7 | 0.43 0.43
Revenue from sales 5.93| 4.53 22 (1661 -25| 7.7 | -99 5.04
Gross value added 6.94 | 427 6.5 149 | -3.23 | 6.25 | -9.6 4.94
Synthetic, Ss 042| 042 | 042 | 05 | 036 | 042 | 0.3 0.42

The general synthetic indicator

of the food industry 037 042 | 0.36 | 0.32 | 0.29 | 0.49 | 0.42 | 0.36

With the change of the time period of research for 2013-2018 compared to the time
period of 2012-2017, the distribution of food industries by clusters did not change, but
the overall synthetic indicators in each of the clusters deteriorated slightly. First of all,
the situation is explained by the unfavorable situation with the export of traditional
finished products of the food industry and its compliance with international quality
systems, as well as - high interest rates on enterprise lending.
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Table 4. Cluster positioning of the Ukrainian foods industry subsectors.

Years/ 2015-2017
clusters 1 2 3 4 5 6 7 _|Together
10.1; 10.12
1 10.13: 10.51 11.07 11.01 6
2 10.91 10.72| 10.89 10.52; 10.71 5
10.61;
< 3 10863/ 1 8. 1042| 6
X 10.73
S 10.83
& 10.20;
= 4 10.41; 10.39 4
o 10.85
5 10.81] 11.02 10.32;11.03 4
6 10.84; 11.05 2
7 10.31 1
Together 5 5 5 3 4 4 2 28

Sub-sectors of the food industry belonging to the first cluster (10.11-10.13 — canned
meat and meat products, 10.51 — dairy and cheese products, 11.07 — soft drinks, bottled
mineral water, 11.01 — alcoholic beverages, distilled, 10.91 — feed products for farm
animals) have an average level of efficiency, which is confirmed by a general synthetic
index with a value of 0.38. In general, the indicators influencing its final value were
characterized by higher (compared with the average in the industry) levels of liquidity
and debt, but lower than the average industry profitability and yield. In general, the sub-
sector of this cluster needs external sources of investment more than other enterprises
of the food industry of Ukraine.

The cluster’s fullness varied across different time segments by enterprises of various
sub-sectors (during 2013-2015: 10.11-10.13, 10.51, 11.07 and 11.01, during 2016-
2018: 10.11-10.13, 10.51, 10.91). The cluster 2 unites enterprises of sub-sectors with
a high level of synthetic index — 0.42, which is affected by low debt levels and high
profitability. Sub-sectors of this segment have a high level of return and are attractive
both for domestic and foreign investment.

However, the subfield format has changed somewhat during the study period. In
2013-2015 it consisted of: 10.91 — food products for livestock, 10.71 and 10.72 — low-
moisture bakery products and flour confectionery products, of long-term and short-term
storage, 10.89 — other foodstuffs, 10.52 — ice cream. During the years of 2016-2018:
11.07 — soft drinks, bottled mineral water, 10.72 — bakery products, low humidity,
confectionery, flour, long-term storage, 10.73 — macaroni, noodles, couscous and
similar flour products, 10.81 — sugar.

The cluster group 3 is coherent in its overall level of synthetic indicator of financial
and economic efficiency to cluster number 1 (0.37), but the components of such a result
differ by the lower level of indicators of liquidity and debt servicing. At the same time,
this cluster is characterized by an average level of profitability and a high level of
growth in sales and value added, which forms attractive prospects for long-term
investment in this direction of food production. The unchanging core of the group
consists of the following enterprises: 10.61 — products of the milling industry, 10.82 —
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cocoa products, chocolate and sugar confectionery, 10.89 — tea and coffee, processed.
During the period of 2013-2015, the group 10.86 was updated with ready-made food
products homogenized for children’s and dietary foods, 10.73 — macaroni, noodles,
couscous and similar flour products, 10.42 — margarine and similar edible fats, and in
20162018 they were changed in the sub-sector 10.89 with other food products, 11.02
— grape wines.

The cluster group number 4 combines enterprises with a low level of total synthetic
index (0.32) — low liquidity, profitability and high level of indebtedness compared to
other branches of the food industry. However, these sub-sectors show a high positive
dynamics of sales volumes and value added. This points to their investment
attractiveness but not only in increasing their production capacity, but also in their
technological upgrading, which will increase their operating profitability or cost-
competitiveness. Invariably the group during 2013-2018 includes: 10.20 — fish,
crustaceans and shellfish products, processed and preserved, 10.41 — oils and fats, 10.85
— food sets and prepared meals.

The cluster number 5 is characterized by the lowest level of synthetic indicator in
the food industry (0.29), which is determined by the lowest rates of practically all
components of financial and economic efficiency. To this group in 2013-2015
enterprises included 4 sub-sectors: 10.81 — sugar, 11.02 — grape wines, 10.32 — fruit
and vegetable juices, 11.03 — cider and other fruit wines. In 20162018, positions 10.32
and 11.03 remained. The listed sub-sectors require significant investments, and in their
economic nature they are complex and unattractive for both domestic and foreign
investors.

The highest level of efficiency, as well as investment attractiveness is characterized
by the sixth group, to which during the years of 2013-2018 the following sub-sectors
of the food industry were included: 10.84 — condiments and spices, 11.05 — beer. The
total synthetic rate in the group is 0.49.

The cluster number 7 during the analyzed period was characterized by a general
synthetic efficiency indicator of 0.42, which in general exceeds the average in the food
industry as a whole. However, despite the rather high financial liquidity and low level
of indebtedness of the enterprise, the sub-sectors of this cluster practically did not show
a positive dynamics in the scopes of sales of goods and value added, that is, they were
not attractive for investment. During 2013-2018, this group included a sub-sector of
10.31 — potatoes, processed and preserved, and also in the years of 2016-2018 there
was included a sub-sector 10.42 — margarine and similar edible fats.

The obtained results allowed differentiating the food industry into groups with wide
possibilities for analysis, on the basis of which their attractiveness for investment was
determined. According to the calculations of synthetic indicators and cluster analysis,
it was determined that the most priority investment plans for the period include meat
processing, oil fat, fish processing, confectionery, milling branch and cereals, a
subsector for the production of food sets and ready-made dishes. The development of
these sub-sectors is economically profitable both from the standpoint of the owners of
capital and from the point of view of the public interest, since it will ensure the growth
of the value added within the national economy.
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It is obvious that investment processes in the processing industry should provide not
only expanded reproduction (or simple scaling) of production systems, but above all
their radical renewal. After all, only such production technologies can provide domestic
processing enterprises with competitive advantages in the global market, where the
parity of major economic players has been established long time ago. In addition, access
to the global market is possible only if the production systems correspond to the
international quality standards, which requires the introduction of resource-saving and
environmentally friendly technologies. Therefore, certain investment priorities in the
food industry should be supported by the state if their technological component
correspond the requirements of consumer and environmental safety (HACCP
standards).

Similar calculations can be performed to identify priority areas of innovation and
investment processes in other areas of industrial activity. In addition, the key argument
in favor of choosing priority projects, which should provide investment support from
the state, should be their ability to increase not only added value but also the consumer
value of the final product. Moreover, for a long period, which will form a stable
competitive advantage for industrial producers in target market segments. Therefore,
advanced production technologies should be a mandatory component of all investment
projects in the processing industry.

Their implementation, among other things, should open wider opportunities in the
product innovations development. For the food industry, among the latest technologies
characteristics, which are preferred for inclusion in the innovation and investment
project, is waste-free (increases the product range due to the deep level of raw materials
processing). In machine-building complex this characteristic is flexibility, which in
combination with standardization provides not only the necessary conditions for
modification of prototypes and product line development for target consumers within
the selected business strategies, but also reducing the cost of readjustment if necessary
to diversify production.

Unfortunately, recent years the Ukraine’s machine-building complex enterprises are
increasingly losing markets. Not only their export potential decreases, but also their
ability to meet the needs of domestic consumers. As a result, own revenues are not
enough for the needs of modernization and technological renewal. Such conditions do
not contribute to the innovative activity of the enterprise and cause further technological
degradation and loss of competitiveness. The solution to this problem is possible
through the involvement of a strategic investor.

But the problem is that in Ukraine investment support for innovative development
projects by economic activity state regulation tools is carried out mainly for large
enterprises. However, from the standpoint of social security / stability of the state, it is
important to create favorable conditions for the development of productive economic
activities not only in the format of large-scale, but also using the advantages of small
industrial enterprises.
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3.2  Development of innovation and investment opportunities for
industrial enterprises on the basis of strategic partnership

Small and medium-sized businesses make a significant contribution to the creation of
public goods in any country. Its main advantages are high mobility and sensitivity to
market changes. However, turnover (market share) and productivity are highest in large
enterprises. To assess the contribution of small and medium-sized businesses to the
overall results of Ukrainian enterprises economic activity (table 5, is constructed by [9,
pp. 153—157 and p. 231]; the data are given without taking into account the temporarily
occupied territories of the Crimea, and parts of Donetsk and Luhansk regions).

Table 5. Structural and dynamic indicators of Ukrainian enterprises activity.

Indicators Values of indicators by years Changes,
2014 2015 2016 2017 2018 2018-2014
The total number of enterprises engaged in economic activity, thousands of units

In total 341.0 343.4 306.4 338.3 356.0 15.0

of them: large 0.497 0.423 0.383 0.399 0.446 -0.051

medium 15.906 15.203 14.832 | 14.937 | 16.057 0.151

small 324.598 | 327.814 | 291.15 | 322.92 | 339.37 14.772
Part of enterprises engaged in economic activity, % of the total

Large 0.1 0.1 0.1 0.1 0.1 0

Medium 4.7 4.4 4.9 4.4 4.5 -0.2

Small 95.2 95.5 95.0 95.5 95.4 0.2

The total number of operating industrial enterprises, thousands of units

In total 42.2 42.6 39.1 42.0 44.4 2.2

of them: large 0.289 0.233 0.208 0.215 0.237 -0.052

medium 4.791 4.691 4.652 4.745 4.866 0.075

small 37.107 37.640 | 33.695 | 37.066 | 39.322 2.215

Part of operating industrial enterprises, % of total

Large 0.7 0.6 0.5 0.5 0.5 -0.2

Medium 11.3 11.0 12.1 11.3 11.0 -0.3

Small 88.0 88.4 87.4 88.2 88.5 0.5
The total volume of products sold by enterprises, UAH billion

In total, 4170.7 5159.1 6237.5 | 7707.9 | 9206.1 5035.4

of them: by large 1742.5 2053.2 2391.4 | 2929.5 | 3515.8 1773.3

by medium 1723.1 2168.8 | 2668.7 | 3296.4 | 3924.1 2201

by small 705.0 937.1 1177.4 | 1482.0 | 1766.2 1061.2

Part of products sold by enterprises by their sizes, %

By large 41.8 39.8 38.3 38.0 38.2 -3.6

By medium 41.3 42.0 42.8 42.8 42.6 1.3

By small 16.9 18.2 18.9 19.2 19.2 2.3

Total volume of sold industrial products, UAH billion

In total 1546.6 1887.5 | 2343.0 | 2862.3 | 3302.5 1755.9

of them: by large 932.9 1078.2 1232.2 | 1537.3 | 1790.4 857.5

by medium 531.5 691.1 921.1 1092.1 | 1230.3 698.8

by small 82.16 118.1 152.4 188.4 227.6 145.44
Part of industrial products sold by enterprises by their sizes, %
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Indicators Values of indicators by years Changes,

2014 2015 2016 2017 2018 2018-2014
By large 60.3 57.1 53.4 54.6 55.1 -5.2
By medium 34.4 36.6 40.0 38.7 37.9 3.5
By small 5.3 6.3 6.6 6.7 7.0 1.7

Part of sold industrial products in the total sales of economic activity different types
enterprises, %

In total 37.1 36.6 37.6 37.1 359 -1.21
of them: by large 53.5 52.5 51.5 52.5 50.9 -2.61
by medium 30.8 319 334 34.4 35.4 4.55
by small 11.7 12.6 12.0 13.0 14.0 2.35

From the data given in table 5 it is seen that in the economy of Ukraine there is a steady
trend of reducing the efficiency of large industrial enterprises (if the efficiency is
understood as the sales of products and services). Thus, the part of products of medium-
sized enterprises in 2018 increased to 37.9% compared 34.4% in 2014, and small
enterprises — respectively to 7% against 5.3%. The share of industrial output of large
enterprises decreased during this period from 60.3% to 55.1%. At the same time, the
quantitative structure of enterprises of all types of economic activity of these sizes has
changed in the direction of some increase in the share of small enterprises.

In the industrial sector, the structural ratio of industrial sales changed mainly in favor
of medium-sized enterprises, while in large enterprises the dynamics of sales was
negative. Thus, in 2014, 53.5% of the total sales of products (works, services) were sold
at large enterprises, and in 2016 - only 50.9%. Conversely, in medium-sized enterprises
this part increased from 30.8% in 2014 to 35.4% in 2018. In small enterprises, the same
trend is observed —in 2014-2018, the part of industrial sales increased by 2.35 % — from
11.7 % to 14.0%.

These trends can be explained if the comparison in the same period to analyze the
dynamics of the structural relationship of enterprises of different sizes. As can be seen
from the table 1 data, the most significant changes affected large enterprises - their total
number decreased from 497 in 2014 to 383 in 2016. However, in subsequent years,
their number began to grow and in 2018 economic activity was carried out by 447 large
enterprises. This is slightly less than in 2014, but positive trends have emerged. A
similar trend can be observed in the industrial sector of the national economy — in 2018,
large industrial enterprises became 52 units less than in 2014, although in the worst, in
2016, this difference was 81 enterprises.

In small and medium-sized businesses, the number of industrial enterprises has
grown significantly in five years, although by 2016 there was a decrease in their number
— more than 3.4 thousand small industrial enterprises ceased operations this year. In the
following years, their number began to grow and in 2018 even exceeded the number of
those operating in 2014 — by 2.2 thousand units. In 2018 middle industrial enterprises
were functioned on 75 units more than in 2014.

Thus, these data indicate growth in Ukraine’s contribution of small and medium-
sized businesses in the overall performance of industrial enterprises. Using a niche
strategy, they can provide many consumer needs and create add value to a much greater
extent than large enterprises, which often function as raw materials for international
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corporations. However, the financial results of enterprises in this sector are only 20.8%
of the total financial results of all operating enterprises [9, p. 156]. And this indicates a
much lower efficiency of small businesses than large enterprises.

Obviously, one of the classic factors of higher efficiency of large enterprises is the
larger scale of their activities, which gives economies of scale, as well as the
opportunity to choose the best competitive strategies. For small and medium-sized
enterprises, higher business efficiency can be achieved only when they do not just copy
the existing business, but choose for themselves an innovative development scenario.

However, small industrial enterprises have limited resources to implement business
development projects that could ensure its quantitative growth. These opportunities can
grow through strategic partnerships. In our opinion, such a partnership will be strategic
in the case of the formation of organizational heterarchy — a form of cooperation that
provides growth of adaptive properties of participants through a variety of forms and
methods of organizational integration. Including, due to cross-sectoral integration
processes, as shown by us in previous researches [23].

The term “heterarchy” was introduced into scientific usage by David Stark — as an
organization with horizontal or distributed power, which allows it to self-organize. He
emphasized that the ability to adapt is stimulated by the organization of diversity within
the enterprise — when different organizational principles coexist in a state of active
competition within one enterprise. This ensures the development of constructive
organizational reflectivity and allows for recombination of resources, recombination of
old organizational forms of economic interaction into a new organizational structure
with high adaptive properties [24, p. 119].

Describing the features of organizational interaction in the hierarchy, Stark
emphasized that this is a new way of organization, which is neither market nor
hierarchical. If hierarchies are based on relations of dependence, and the market is based
on relations of independence, then hierarchy is based on relations of interdependence.
These relations are characterized by a minimum degree of hierarchy and organizational
heterogeneity [24, p. 120—121]. Michael T. Hannan also argued that “the ability to adapt
is stimulated by the diversity of organizations: a system that has a greater variety of
organizational forms is more likely to find a satisfactory solution in the event of changes
in external conditions [6].

Strategic partnership is now increasingly recognized as a successful alternative to
market competition of small businesses. The organizational development of such
partnership is carried out on the principle of competence and resource complementarity
in order to maximize the objective function. Through the development of partnerships,
it is possible to enhance mutually the resource potential of all participants in the
partnership, expanding the ability of competitive business strategies choice.

The key role in determining the direction of enhancing the participants’ innovative
potential in such a partnership should be played by the producer of the final products —
in fact it is in direct contact with the market and it develop the concept of new products
in line with the trends of scientific and technological progress.

The solution to these problems belongs to the sphere of marketing and requires
adequate information and analytical support. It is advisable to justify and make
appropriate decisions by actively interacting with existing/potential partners, involving
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them in mutually agreed organizational or technological changes. This is shown

schematically in fig. 2.
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Fig. 2. The model of the enterprise competitive business strategy selection considering the
resource potential increasing possibility on the basis of strategic partnership.

Integrated business structures incentives-preferences in the field of innovation need
should be formed not only in the organizational space of an individual enterprise, but
also in the context of innovative development of all partners — if such a partnership is
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considered as strategic. To do this, we recommend to developed the motivational
potential of engagement marketing, which is based on maintaining the partnerships
value.

Communication marketing interaction system will ensure the rapid exchange of
information between the participants of the strategic partnership in relation with
common goals and strategies, which may also be related to various aspects of
innovative potential realizing. It will create favorable conditions for active and effective
innovation activity and achievement of the goals set in each strategic period. This also
applies to the structural and functional development of the innovation potential of the
enterprise — the filling of structural elements with new competences, taking into account
the specifics of the selected business strategies.

In the strategic partnership of business structures, it is necessary to cultivate such
relationships that form a system of trust. In this case, the partners evaluate positively
each other’s actions in the process of choosing the directions and scale of organizational
change, without looking for threats to their own security. This will eliminate the causes
of opportunistic behavior of partners, develop cooperation and mutual support in
identifying and solving new problems.

It is extremely important that the integrated business structures participants clearly
understand the common benefits, so the value of the strategic partnership. It is advisable
to determine the expected value from the development of partnerships by means of the
integral efficiency index in cases of interval uncertainty based on the criterion of
optimism-pessimism of Leonid Hurwicz — provided that the value of managing these
relations is to obtain the potential benefit from increasing the resource potential.

Ey = max{dy X max u; (w;) + (1 — dg;) X min p,; (w)}, (15)

where Ej — expected integral efficiency of one enterprise relative to others, which
determines the value of relationships in the affiliate network; {max u,; (u;)},
{min u,; (u;)} — the maximum and minimum value of the function belonging to the ith
set of a linguistic variable values; u; — is a generalized value of the individual dynamics
index of each partner in the affiliate network, taking into account the ith set of the
linguistic variable values; d,; — is the average interval value of the E. Harrington scale
of dominance estimation, taking into account the ith set of the linguistic variable values.

In the organizational space of strategic partnership forms an organizational
heterarchy, it expands the possibilities of generating innovative ideas that can give a
new impulse to business development. Due to the production of new knowledge,
creation of new products and technologies that develop social needs, integrated into the
partnership business structures move from a predominantly adaptive scenario of
behavior in the market to proactive, maintaining and increasing their competitiveness.

4 Conclusions

Defining strategic priorities for the national economy development is an important
element in the formation of state economic policy, the regulatory instruments of which
(institutions) should create a motivational environment for overall economic growth. In
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the set of such tools, an important role is played by those that regulate innovation and
investment processes in terms of economic activities and sectoral specialization of
economic entities. The paper substantiates that for the national economy sustainable
development it is advisable to provide institutional support for investment in those
sectors that can provide a high level of added value in the creation of consumer values
in strategic perspective. It is also substantiated that it is expedient to use TOPSIS and
CRITIC methods to assess investment priorities.

Substantiation of innovation and investment support strategic priorities for the
Ukraine’s economy industrial sector development was carried out on the example of
the food industry, which can significantly increase the total value added, using the
agricultural production potential. It covers different sub-sectoral groups in terms of
consumer purpose and technological equipment, which determines their different
financial and economic performance, and hence different investment prospects.

According to the calculations of synthetic indicators and cluster analysis, it was
determined that the most priority investment plans for the period include meat
processing, oil fat, fish processing, confectionery, milling branch and cereals, a
subsector for the production of food sets and ready-made dishes. The development of
these sub-sectors is economically profitable both from the standpoint of the owners of
capital and from the public interest point of view, since it will ensure the growth of the
value added within the national economy.

It has been noted that in the formation of state economic policy it is advisable to
differentiate approaches to the creation of investment preferences for attraction of
strategic investors. In particular, such preferences should be defined for the
development of the food industry in the context of those sub-sectors that correspond to
the dynamics of food markets in Ukraine and increase the opportunities for entry into
the European Union market.

Given that innovation processes should also cover small and medium-sized
industrial enterprises, whose resource opportunities are mostly limited, it is proposed
to expand them within the framework of a strategic partnership. It has been defined the
organizational features of such partnership, which is characterized by a blurred
hierarchy (heterarchy) and rivalry of organizational principles, which forms the
motivational basis for improving the processes of creating consumer values. A graphic
model of choosing a competitive business strategy has been built, taking into account
the possibility of resource potential building on the basis of strategic partnership. It has
been formulated and formalized the author’s position on improving the motivational
environment of participants in innovation processes in a strategic partnership through
monitoring the value of partnerships.

The developed recommendations can be used to expand the directions and methods
of the national economy industrial sectors business structures organizational interaction
within the plans of strategic partnerships building for the competitive business
strategies implementation.
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Abstract. The article is devoted to the study of changes in relations between the
countries of the European Union based on modeling and analysis of the structure
of trade relations between countries. The article analyzes the dynamics of exports
and imports of goods and services between the countries of the European Union
on the basis of data taken for the period from 2006 to 2019. The study is based
on one of the methods of cluster analysis, namely — the method of constructing
minimal spanning trees. For the analysis the method of visualization of links is
defined and the choice of the corresponding graphic representation is
substantiated: the display of links using the dendrograms which carry more
information in comparison with display of the minimum spanning trees in the
form of a planar graph is chosen. Four different methods were used to construct
the minimum spanning trees on the basis of which the visualization of links is
performed: the Single link method, the averaged link method, the complete links
method, and the Ward method. Based on the analysis of the results obtained using
cach of the methods, the best of them is selected, which is then used throughout
the study. As a result of the study, suggests were made about the criteria by which
clusters are formed within the European market. Such criteria are both the
geographical neighborhood, which means mostly similar climatic conditions, and
the common strategy of economic development of the country and the common
strategy of behavior in the world market. In addition, a number of countries have
been identified that are gradually moving to the use of their own economic
strategies, as well as a number of countries seeking to align strategies of behavior
in the world market. The influence of such factors as joining the integration union
of new member states and global financial crises on the structure of trade
relations is substantiated. Changes in the structure of relations between EU
countries due to the influence of these factors are simulated. The study is of an

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).


mailto:abdanilchuk@gmail.com,
mailto:liubovkibalnyk@gmail.com,
mailto:serdyuk@ukr.net
mailto:oksi_iv@i.ua,
mailto:kovtun.oa71@gmail.com,
mailto:melnik_tanja@ukr.net
mailto:zaselskiy52@gmail.com

168

applied nature and can be used in the future as a methodological basis for
developing effective mechanisms for reformatting trade relations between
countries in the context of geoeconomic transformations and global financial
crises.

Keywords: cluster analysis, minimum spanning tree, cluster, dendrogram,
European Union, international trade, import, export.

1 Introduction

International trade is one of the oldest and most important forms of implementation of
the international division of labour and world economic relations. At the same time, it
is the traditional and most developed form of international economic relations.

International trade has grown markedly over the past two centuries [13]. Today,
about a quarter of the world’s production is exported. This has had a significant impact
on the geo-economic structure of the world economy, with the emergence of new
centres of economic power and the formation of regional integration associations and
coalitions.

The integration of national economies into the world economic system was one of
the most important events of the last century. The development and deepening of
international trade links have played a role in the formation of integration groupings.
At the same time, the processes of integration, in the present circumstances, are
conducive to a significant increase in the volume of exports and imports of goods and
services between countries. This is particularly true for regional association of
countries. Among these, the European Union plays a special role. It is within this
integration framework that trade relations have reached the highest stage of their
development. At the same time, contemporary threats and challenges have a significant
impact on the stability of such links. New members, not always with a high level of
economic development, are periodically joining. Or, like the United Kingdom, leaving
it [8]. Global financial crises and other external and internal factors also destabilize the
situation.

In this context, studies aimed at identifying structural changes in the reformatting of
trade relations between countries and the reasons for such changes are of particular
importance. One of the modern methods of economic and mathematical modelling that
works effectively in such research subjects is cluster analysis and its specific tools:
graph theory and minimum spanning tree construction techniques. This article deals
with the modelling of trade links between EU countries using spanning tree methods.

2 Literature review

The analysis of the scientific work shows that the researchers possess many developed
methods of the modelling trade processes between countries. They target individual
countries, integration associations, certain groups of goods and services, etc.

In [9] regression models were used to link trade flows and gross products of all
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BRICs countries. The authors have developed a theoretical model that allows us to
obtain endogenous macroeconomic models taking into account bilateral trade between
all BRIC countries and foreign trade with the rest of the world. The Dixit-Stiglitz model
was used to study the effects of international trade [20].

In a study of the dynamics and forecasting of international trade, a gravity model is
widely available. For example, [11] tests and compares classical and gravitational trade
models with the example of the United Kingdom, with the authors noting the best
applicability of the classical model to the United Kingdom.

The study of the impact on international seafood trade of factors such as
geographical distance between countries, trade agreements, gross product and other
macroeconomic variables using the gravity model is presented in [12].

The extended Frankel gravity model was used by authors [3] in a study of India’s
bilateral external trade relations with ASEAN countries.

The authors [2] based on the gravity model, consider trade flows between China and
its major global partners.

The international trade factor model in the euro area, based on the identification of
the interaction between macroeconomic and trade substitutes, is proposed in [5] and
proved to be effective for short-term forecasts.

There have recently been publications using network theory to the modelling
international trade processes. Thus, the authors [15] consider international trade as a
multi-level network.

In such studies, various econophysical methods are used to analyze complex
economic systems. For example, in recent years, an analysis of the cryptocurrency
market has been conducted using similar methods [18; 19], some of which also underlie
the mathematical methods used in this work.

In summary, the above analysis of a sample of contemporary publications proves the
relevance of the topic and the interest of scientists in the further development and
application of new approaches to the modelling trade links between countries within
integration association or globally. The aim of this research is to present the results of
the modelling trade links between the countries of the European Union using the
minimum spanning tree method and to analyses the changes in the structure of these
links as a result of the impact of different social and economic, political factors.

3 Method and materials

It is proposed to assess trade links between countries and their evolution over time using
the approach described by Rosario N. Mantegna [10]. This approach is based on
constructing a minimum spanning tree through the graph obtained from the cross-
correlation matrix and its analysis. Essential in this method is the study of several time
series simultaneously.

In research [10], the matching ratio is used to quantify the degree of similarity of
the system elements
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where i, j — series index, ¥; = In P; (t) — In P; (t — 1) and P;(t) value of the i-series at
time ¢. With correlation coefficients ¢; a matrix of size n X n is made. It is known that
the correlation coefficient can take values from -1 (totally incorrelated pair) to 1 (fully
correlated pair). The matrix of correlation coefficients is a symmetric matrix with units
on the main diagonal.

To understand and interpret the topological structure of the investigated system, a
generalized metric is used which defined by the formula

d@,j) = /2(1 - cij) (2)

With this definition d(i, j) numerically satisfies such axioms:

i. d(i, j) =0, if and only if i =/, the axiom is fully correlated, it can be
obtained by using the same series (series numbers match) and it is almost
impossible to obtain for the real market using different series;

ii. d(i, j)=d(j, i) — the second axiom holds because we have a matrix of
cross-correlation coefficients and, accordingly, the distance matrix D are
symmetric by definition;

iii. d(i,j) < d(i,k) + d(k,) — third axiom execution can be verified numerically.

Given the nature of the values of the matrix C, the value in the matrix D belongs to
[0, 2], and, d(i, /) = 0 means total time series similarity (in some correlation space the
points corresponding to these series coincide), a d(i, /) = 2 means the complete opposite
of the time series — in the respective space the points are at the maximum distance from
each other.

The matrix D is used to construct the minimum spanning tree [4; 14]. For an
unambiguous definition of taxonomy, a subdominant ultra-metric space is considered to
be a finite topological space. In ultramodern space, elements are not placed along a single
line, but in a hierarchical tree. The minimum spanning tree reflects the arrangement of
the system elements and their optimal connections. The graphically minimal spanning
tree is represented as a connected graph consisting of n vertices (nodes) and n-1 ribs.
The minimum spanning tree has the shortest length among all trees based on the sum of
the distances between the two elements. In addition, [10] shows that the minimum
spanning tree based on economic indicator series reflects hidden information contained
in economic time series.

The matrix D is also used to construct a hierarchical tree — dendrogram. Dendrogram
better reflect the presence of groups of related objects — clusters — in the study system.
Since the two trees are based on the same information, they are complementary and
visualize each of their specific information, and together they allow for a more detailed
analysis of this system.

Both ways of visualizing the connections between points make it possible to examine
the presence and mutual location of objects of the system under investigation, which are
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grouped into clusters. In each cluster, objects are more similar to each other than to the
objects of any other cluster, and therefore the distance between objects within the cluster
is smaller than those of different objects.

In general, cluster search methods — clustering — form several major families:

. hierarchical agglomerative methods;

. hierarchical divisive methods;

. iterative techniques;

. methods for determining modal densities;
. factor methods;

. condensation methods;

. graph-based methods.

NN AW~

In the proposed research we use methods belonging to the group of hierarchical
agglomerative methods. This group of methods has been chosen for the following
reasons. First, the algorithms of the group methods are simple enough to implement
due to their iterative nature, since the sample of object pairs is performed sequentially
and the entire n X n matrix is checked for n (n—1)/2 pairs. Second, the sequence of
clusters is easily visualized by the dendrogram, and the corresponding minimum
spanning tree provides additional information. The dendrogram itself for n objects
forms in (n—1) steps. Third, the result of a simple construction algorithm is that the
interpretation of the results is fairly simple with relatively rich information on the
structure of the system and the relationship between its elements.

The easiest way to construct a minimum spanning tree is the following. The points
are selected sequentially, starting with the pair of points nearer and gradually changing
the pairs in increasing order of the distance between the points in them. When analyzing
another pair of points (0;, 0;), the distance between which d;; can be several:

(1) both points meet for the first time — then a new cluster is formed with the
distance between its elements dj;

(2) one of the points already belongs to some cluster — then a second point with
distance from other points is assigned to the same cluster dj;

(3) each of the points belongs to different clusters: then the clusters to which the
points belong are merged into a large cluster with the distance between the
subclusters djj;

(4) both points belong to the same cluster — minimum spanning tree does not
change.

From the above distribution of points by clusters, the distance between points is used
as a measure of the similarity of the examined objects, with the objects being compared
in pairs. This method is the easiest to understand and is called the single-link method
[16]. The main disadvantage of the method is the appearance of so-called “chains” —
sequences of “elongated” up clusters on dendrogram. This will be seen in the next
section.

In the event that, in the search for a cluster to be included, all distances from a given
point to the points of the cluster are analyzed and a cluster with the largest number of
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points within a distance of not more than some threshold distance to a given point is
selected, the method of complete links is obtained [17]. Because of the more stringent
rule of searching for such objects, the method creates more compact clusters. Although
the method has no deficiency in the single-link method, it can also produce an inaccurate
structure of the system under consideration, despite the compactness of the found
clusters.

In order to eliminate the disadvantages of single-link and complete links methods, the
average link method was proposed by the authors [17]. In this method, when searching
for the cluster to which the point will be attached, the average distance from the point to
the points of each of the clusters is estimated, and the lowest average distance cluster is
chosen as the final cluster, but not more than some given threshold distance. A
modification of the method can also be compared not with the average distance to the
points of the cluster, but with the distance from the given point to the center of mass of
the cluster. Note that it is the average link method that is widely used in social sciences.

The Ward’s method was also developed to optimize the minimum dispersion within
clusters. During the operation of the method, the optimum value of the target function
of the sum of the squares of deviations is sought. According to Ward’s method, each
step into a large cluster consists of those groups of objects for which the sum of the
squares of deviations receives the least increment. The method shows a tendency to
search for clusters of roughly the same size and hyperspherical shape. The Ward’s
method is also widely used in the social sciences [1].

We have conducted a study and comparative analysis of economic performance using
all four methods to determine the type of economic information that can be obtained by
using different similarities in the search for clusters.

The study uses EU Member States’ exports and imports of goods and services. The
data cover the period from 2006 to 2019. In order to monitor the dynamics of structural
changes in the links between countries, the general period was divided into intervals:
first — 20062010, second — 20112015, third — 2015-2019. The analysis used data for
all EU Member States at the time of the calculations. All data received from the official
statistics site [7].

4 Results and discussion

As part of this approach the tools were implemented and calculations were made in the
Matlab.

As mentioned above, the visualization of the results can be performed both using the
minimal spanning trees and using the dendrograms. For example, in figure 1 shows an
image of a possible minimal spanning tree [6].

The figure shows information about the mutual location of the economic agents
under study, the presence of separate clusters, as well as some relationships between
clusters. However, due to the fact that the minimal spanning trees mostly do not reflect
the closeness of links (or the strength of links), it is very difficult and often impossible
to talk about a certain number of clusters, the location of economic agents in clusters,
and so on. The use of additional information about the strength of connections in
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clusters greatly complicates the procedure of visualization of the minimum scanning
tree, and often makes it impossible.
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Fig. 1. The minimal spanning tree of the dynamics of exports of EU goods for 2000-2006.

Instead, the dendrogram shows both the closeness of the links between economic agents
and, when using the criterion of minimal communication within the cluster, the
presence and configuration of clusters. That is why to study the structural shifts and the
possibility of their reflection by each of the methods used, we compare the dendrograms
obtained for each of the periods by each method. On the dendrograms represented in
the article the blue vertical lines from the values of the countries included in the EU
before 2000, and the red lines from the countries included in the EU after 2000.

Figures 2-4 shows the dendrograms obtained for the links between the EU Member
States in export of goods using the Single link method calculated for the respective
periods referred to earlier.

First of all, there is a large cluster with close links, including Austria, Germany,
Portugal, Spain, Italy, Belgium, the Netherlands, France, Denmark, Sweden. Note the
gradual weakening of Denmark and Sweden with the cluster countries as the time
period close to 2019.

Among the EU member countries that have joined since 2000 Slovenia, the Czech
Republic, Hungary, Poland, Slovakia are permanently in the cluster and the link with
Romania has been strengthened since 2011. In this cluster, the distance between the
countries does not exceed 0.5, which corresponds to a correlation coefficient = 0.7.

Over time, Malta and Cyprus have gradually become less connected to other EU
countries. Note also that other countries are at a distance of 0.5-0.9 to the core cluster,
which corresponds to correlation coefficients from =0.7 to =0.9. Also significant is the
gradual reduction of the distance between these countries and the core cluster in
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proximity 2019, which can be attributed to the increased coherence in the trade strategy

for the EU countries.
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The following results were obtained when analyzing the relationship between EU
countries in terms of exports of goods using the method of averaging.
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Fig. 4. Dendrogram of Links for Export movements in the European Union for the period 2016-
2019, Single link method.

In the first study period there is one powerful and three small clusters with intracluster
distances less than 0.5. The powerful cluster includes, inter alia, Belgium, the
Netherlands, Italy, Germany, France, and Hungary and Slovakia. Up to three small
clusters are: 1) Austria and Slovenia; 2) Czech Republic and Poland; 3) Portugal and
Spain. As can be seen, in this case the countries in the small clusters are geographical
neighbours and can explain the similar trade strategy of the countries in one cluster.
However, inter-cluster links are weak, which means own trade strategies within the
cluster.

In the transition to dendrograms received in later periods, this trend towards the
location of geographically adjacent countries remains largely unchanged, but also a
noticeable tendency to reduce cluster power with strong internal link and weak
interlaced links, which even corresponds to anticorrelated behavior of the countries.

Note the existence of a large group of countries identified by this method as countries
with a relatively dedicated trade strategy. Another important feature is the continuation
of the trend of Cyprus and Malta until full separation of trade strategies from other EU
Member States.

Figure 5-7 shows the dendrograms obtained for the relationship between the EU
Member States in export using the Complete link method calculated for the respective
periods. In the obtained dendrograms, there are 4 to 5 small clusters with distances up
to 0.5. In the first time period (2005-2010) there are 4 clusters with this characteristic:



176

1) Austria and Slovenia; 2) Czech Republic and Poland; 3) Portugal, Spain, Italy,
Germany; 4) Belgium, Netherlands, Hungary, France, Slovakia. In this case the
principle of geographical link within the clusters and the very weak link between the
first named cluster and other EU countries are observed. At the same time, all other
countries outside these clusters have weak links, ranging from 0.5 to 1.0.
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Fig. 5. Dendrogram of Links for Export movements in the European Union for the period 2005-
2010, Complete link method.

However, several countries — Croatia, Cyprus, Finland, Greece, Malta and Finland - are
virtually on the sidelines because, while Greece, Finland and Malta could be grouped
under one cluster, the links between them are so weak that the boundaries of the cluster
are extremely blurred.

In the next time period, there is some reformatting of the main clusters (figure 6):
1) Czech Republic, Poland; 2) Italy, Spain; 3) Austria, Slovenia, Germany, Hungary,
Slovakia, Belgium, France; 4) Portugal, Romania. The trend towards a joint trade
strategy continues, owing to the geographical proximity of countries, as well as the
presence of a large group of countries with relatively different trade strategies. Malta
and Cyprus are also gradually moving away from the trade strategies of any other
country.

In the last time period (figure 7) five clusters with strong links within can be
identified again. Growth of cluster capacity is important: 1) Germany, Poland,
Hungary; 2) Portugal, Slovenia; 3) Italy, Spain, Austria, France; 4) Belgium,
Netherlands; 5) Czech Republic, Slovakia, Sweden, Romania, Denmark. Thus, the
number of countries in the observed clusters increased to 16 in the last period, which
can be explained by the tendency of Governments to adopt joint trade policies. In the
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Figures 8-10 shows the dendrograms obtained for the inter-EU relations for
merchandise exports using the Ward’s method, calculated for the respective periods.
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Fig. 10. Dendrogram of Links for Export movements in the European Union for the period
2016-2019, Ward’s method.

In the first time period (2006-2010) there are four clusters, three of which are small and
the fourth is quite powerful (figure 8). Small clusters are: 1) Austria and Slovenia;
2) Czech Republic and Poland; 3) Portugal, Spain and Italia. The following EU
countries have joined cluster 4: Belgium, Netherlands, Germany, Hungary, France,
Slovakia. There is also a tendency to join the cluster, but with slightly weaker links, by
the following countries: Denmark, Sweden, Romania, Estonia, Latvia. For the results
obtained, the principle of geographical proximity continues to be a key one, although it
is weaker than the one of complete link. On the other hand, the trend towards Malta and
Cyprus’ own trade policies continues.

There is some slight reformatting of the clusters when moving to the next period, but
the vast majority of countries continue to be linked to the same countries (figure 9). For
this time period, there is a slight weakening of the most links within the clusters and a
corresponding weakening of the inter-cluster bonds. Malta and Cyprus continue to
pursue their own trade strategy. For Portugal and Germany clusters are changing, but it
is not possible to tell by the methods used whether these countries have moved to other
clusters or have joined countries from other clusters in these clusters.

There is also a significant trend in the results of the weakening of the cluster bonds,
which is reflected in the shift of the median value from about 1 side of the increase in
distance to 1.5.

In the last time period studied, the number of clusters with strong intra-cluster
linkages is 5. The clusters comprise the following countries: 1) Germany, Poland,
Hungary, 2) Portugal, Slovenia; 3) Italy, Spain; 4) Belgium, Netherlands, France;
5) Czech Republic, Slovakia, Austria, Sweden. Here, it is clear that the principle of
building trade strategies on the basis of the geographical location of countries has been
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maintained and somewhat strengthened. The trend towards Malta and Cyprus’ own
strategy, as well as the general trend towards loosening of inter-cluster links, continues.
Thus, the following conclusions were drawn from the analysis of the results obtained
by the selected methods from the export data of the EU Member States.

The Complete link method and the Ward’s method have produced rich and more
consistent information than the other two methods. The most detailed information was
given by the Complete link method, due to the combination of methods, as already
mentioned in the previous section, the advantages of the Single link method and the
average link method. Therefore, the Complete link method was chosen for further
analysis.

On the clustering of countries and the restructuring of clusters. There are a steady
number of clusters during the study periods, ranging from 3 to 5, with close links within
countries. There is almost always one more powerful cluster and several smaller ones
— 2-3 countries each of clusters. Within clusters, countries are mostly geographically
grouped and links between clusters are significantly weaker. This is logically due to the
similarity of natural resources and the climate of geographically adjacent countries,
which results in a large number of such products, particularly agricultural products.
Varying degrees of industrial development within countries adjust their cluster
distribution to produce unexpected inter-cluster links. Looking at the EU countries with
more advanced economies, one can observe a tendency for smaller economies to join,
which is also understandable. Analysis of structural changes towards 2019 shows a
trend towards some increase in cluster capacity, may indicate the desire of EU member
countries for mutual assistance and common economic policies.

Based on the interim conclusions on the applicability of the chosen methods, analyse
the imports of goods by EU Member States over the selected time intervals, using the
Complete link method.

In the next step, we analyzed the import of goods from EU member states during the
study period using the Complete link method.

From the dendrogram of the links of imports of EU Member States for the period
2005-2010 the presence of four small clusters is clearly visible: 1) France, Spain;
2) Czech Republic, Slovakia, Italy; 3) Austria, Slovenia, Hungary, Poland; 4) Belgium,
Netherlands, Portugal. Most of the represented countries are those that joined the EU
in the last century, while most of the countries in these clusters have developed
economies. The clusters themselves are small, ranging from two to four countries.
Linkages between clusters are weaker, but do not exceed 1 (which corresponds to a
correlation coefficient of 0.5). As in the case of exports of goods, there is a significant
separation of the import strategy for Cyprus and Malta, to which Luxembourg has also
acceded, from other EU members. In addition, you can see three more “blurred”
clusters, which include most EU members that have remained.

Next, we analyzed the dendrogram of the links of imports of EU Member States
goods received over the period 2011-2015. In this case, three clear clusters of low
power and one larger, less clearly delineated cluster are visible. The first three are:
1) France, Italy; 2) Germany, Poland; 3) Austria, Slovenia, Hungary. The countries
included in the large cluster are: Belgium, Netherlands, Czech Republic, Slovakia,
Portugal, Romania, Spain Compared to the previous period, Italy, Spain and Germany
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have moved to other clusters, while the remaining countries have made little change in
their location, and most of them have even strengthened inter-cluster links. Remaining
Malta and Cyprus, other countries continue to establish several clusters less than in the
previous period continue to create multiple clusters of less clear shape.

At last, we analyzed the dendrogram of the EU Member States import links for the
period 2016-2019. Using an intracluster distance criterion of 0.5 or less, three clear
clusters are obtained: 1) Germany, Hungary; 2) France, Italy, Austria, Poland, Spain;
3) Czech Republic, Netherlands. However, another clear cluster can be distinguished
from intracluster distances of 0.5 Croatia, Romania, Portugal, Estonia, Finland,
Belgium, Slovenia. Intracluster links continue to be weak, and there is also a clear trend
towards an increase in the number of countries with their own import strategies; in the
period under study, there are already four.

Thus, an analysis of imports of goods over the full period shows a tendency to
enlarge groups of EU member States with similar import strategies. However,
geographical groupings are almost non-existent. This can be explained, in particular,
by the different needs of countries in the groups of imported goods, primarily by the
industrial groups developed within countries. During the full period, there has been a
trend towards clustering, that is to say, an increase in the number of countries with
similar import strategies, which could mean greater specialization of countries.

In figures 11-13 presents the dendrograms obtained during the analysis of the
dynamics of services’ exports by EU member states for the studied periods.
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Fig. 11. Dendrogram of Links for service export movements in the European Union for the
period 2005-2009, Complete link method.
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Figure 11 presents a dendrogram of the EU Member States’ relations on the dynamics
of services exports for the period 2005-2009. The drawing clearly shows two distinctly
strong enough clusters: 1) Spain, Sweden, Croatia, Greece, Bulgaria, Portugal; 2)
Hungary, Italy, France, Denmark, Latvia, Slovenia, Poland. Note also those expressed
in the clusters: two in each of the clusters. Such a structure could mean a similar strategy
for exporting services to a leather cluster with some specialization under clusters. Also
important is the very weak link between the identified clusters, which can be explained
by the significantly different strategies for service delivery across the different clusters.
Compared to the goods market, there are no countries with unique performance in the
services export market for the period under study.

The market for services exports is characterized by the consolidation of clusters and
the strengthening of intercluster links (figure 12).
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Fig. 12. Dendrogram of Links for service export movements in the European Union for the
period 2010-2014, Complete link method.

Four clusters can also be distinguished during this period: 1) Spain, Sweden; 2) Croatia,
Greece; 3) Portugal, Slovenia, Italy, Bulgaria, Denmark, Estonia; 4) Lithuania, United
Kingdom, Hungary, Czech Republic, Germany, France. In addition to the fact that the
number of countries has increased, that has been distributed by clusters in comparison
with the previous period — from 13 to 16 — the last of the listed cluster also has several
“satellites” that have not been assigned to it, as they have weak links with other
countries of the cluster, however, can also be interpreted as belonging to the cluster.
There is no territorial unification of countries within the clusters. In addition,
Luxembourg and Austria are two countries with unique performance in the services
export market.
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Figure 13 shows the dendrogram of the links for service exports over the period
2014-2019. The most important distribution of almost all EU Member States by
clusters: we have 5 clusters of power 2, 5, 2, 7, 6. Only Finland, Great Britain, Austria
are excluded from the clusters. The connections within the clusters do not exceed 0.5.
That is, at the end of the study period, we have an increase in the integration of countries
into the market of services exports. This may likely indicate a shift in specialization in
the EU countries. This view is also supported by the significantly weaker inter-clusters
links.
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Fig. 13. Dendrogram of Links for service export movements in the European Union for the
period 2014-2019, Complete link method.

In summary, the analysis of services exports shows a significant restructuring of the
European services market, a tendency of countries to specialize in the market and form
large groups of countries with similar dynamics of services exports.

Finally, the latter analysed the behaviour of EU Member States in the services import
market.

At first step the dendrogram of the EU Member States’ links for imports of services
for the period 2005-2009 were analysed. There are four clusters: 1) Germany, Slovenia;
2) Estonia, Latvia, Austria, United Kingdom; 3) Czech Republic, Sweden; 4) Hungary,
Slovakia, Spain, Italy, Poland. Dendrogram shows strong links between countries
within clusters and much weaker linkages between clusters. Malta and Finland have
demonstrated their own behaviour in the services import market. Some of the other
countries can be merged into another, more diffuse, cluster, but the inter-cluster links
will be significantly weaker, so we did not consider these countries as a separate cluster.

From dendrogram with the links between the countries for the period 2010-2014
were obtained next results. Two clear clusters can be distinguished: 1) Italy, Slovenia;
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2) Austria, Germany, Latvia, Poland. Other clusters that could be created have weak
inter-cluster links and are therefore not considered. Note the group of countries —
Greece, Luxembourg, Lithuania, Malta — with their own, unlike other countries,
dynamics of services imports.

The last dendrogram (see the figure 14) with the links for service import movements
in the European Union for the period 2015-2019 makes it possible to distinguish three
clusters. The first consists of Germany and Spain. The second is from the countries
which in turn constitute three subclusters: 1) Italy, Poland; 2) Austria, Slovenia, Latvia;
3) Bulgaria, Portugal. The dendrogram in figure 21 makes it possible to distinguish
three clusters. The first consists of Germany and Spain. The second is from the
countries which in turn constitute three subclusters: 1) Italy, Poland; 2) Austria,
Slovenia, Latvia; 3) Bulgaria, Portugal.
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Fig. 14. Dendrogram of Links for the dynamics of imports of services of EU countries for the
period 2014-2019, Complete link method.

In summary, the market for services import is characterized by a largely weak
correlated behaviour, which is due to the significantly different needs of countries for
services. By the end of the period under review, linkages between countries are
somewhat weakened and there has been a steady shift from one cluster to another in the
pattern of service imports. The behaviour of countries in this market is difficult to
characterize and this market requires, first and foremost, further research.

Thus, applying the minimum spanning trees analysis, in particular dendrograms, at
successive intervals in the historical time series of exports and imports of goods and
services of the EU Member States, it is possible to track changes in the structure of
relations between countries that have occurred during this period. In addition, graphical
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visualization allows quick analysis of the formed clusters, to identify which countries
are part of a cluster, i.e., to determine their homogeneity.

5 Conclusions

As a result of the analysis, a number of countries were identified, in particular, Malta,
Cyprus, whose links with other EU countries are gradually weakening, which can be
explained by the use of its own economic development strategy. Instead, for a large
group of countries, there is a strengthening of links and consolidation of clusters over
time, which means focusing on a common strategy of economic development. Among
the latter countries, there are, first of all, economically powerful EU countries, such as
Germany, France, Spain, etc.

In addition, the analysis of relations between countries showed the formation in the
existing clusters the smaller clusters of countries, which are located geographically
close one by another. This can be explained by additional similar climatic conditions,
natural resources and so on.

Thus, the construction of minimum spanning trees and their separate form —
dendrograms — allowed to investigate structural and dynamic changes in the trade
relations of the EU Member States. On the basis of the analysis made and by comparing
the results with the political and economic situation in the market under study. It can
be said that the accession of new countries to the EU and the global crises are
transforming the trees’ structure and that new links between countries are being
reformatted and created. The links’ structure is also influenced by the economic
situation of countries, the natural resources of countries and the degree of development
of countries.
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Abstract. The article develops a model of credit risk assessment within the scope
of the variability concept that can be used for verification of new methods for
borrowers’ credit capacity estimation, the acceptable level of credit risk
forecasting and its early prediction. It is aimed to be used during the automated
banking systems development. The proposed model of credit risk assessment has
been tested on the basis of the data from one of the Ukrainian banks. To determine
the adequacy of this model has been proved by the comparison analysis of the
proposed model with the results obtained by the National Bank of Ukraine
methodology.

Keywords: credit risk, default risk, credit portfolio, risk management.

1 Introduction

The current state of the financial services market, which is unstable due to relevant
external and internal factors influencing it, requires the solution of many problems, one
of which is the assessment of risks, especially the risks of the most common lending
banking operations. In addition, to maintain the stability of the banking system, which
is an urgent task in today’s conditions of national economy development, it is important
to determine the main areas of research in this area and develop appropriate
methodological and scientific support.

The questions of effective strategic and tactical bank management are directly
associated with the credit risk, which should be acceptable. Taking into account the fact
that it is not possible to avoid credit risk completely, the problem of its estimation is of
great relevance, since its accuracy affects the minimization of this risk and the choice
of the most effective strategy of its management. The appropriate credit risk estimation
and the use of risk management methods can be a guarantee of bank financial firmness
and stability.

The objective of the paper is to highlight the fundamental principles and develop a
model for credit risk assessment using mathematical tools. To pursue this objective the
next tasks should be solved: to distinguish the credit risk notion essence; to define the
fundamental principles and to develop a model for credit risk assessment using

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).
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mathematical models on the basis of the probability theory; to approbate the model of
credit risk assessment through the Ukrainian bank data.

The concept of “assessment” is defined as the establishment of the level of the
indicator. The combination of categories of “credit risk” and “assessment” is reflected
in the definition of “credit risk assessment of financial institutions™ as establishing the
level of possibility of loss by the bank of partial or full loan to the borrower-financial
institution due to bad faith, inability of the borrower own financial resources, low
liquidity or insufficiency of collateral for the loan, non-performance of obligations by
the guarantor or insurer under the loan insurance agreement. The proposed definition
differs from the existing ones by taking into account the primary (financial resources
of the financial institution) and secondary (collateral, guarantee and insurance collateral
for the loan) sources of loan repayment, which helps to improve credit risk management
in the bank. Thus, if there is a risk of improper fulfillment of obligations by the
borrower to the bank at the expense of primary sources, the bank may take timely
measures to minimize the identified threat by strengthening the collateral for the loan
(collateral, surety, loan insurance agreement).

Taking into account the economic literature and practice, it can be concluded that
the concept of risk is quite multifaceted and can have different meanings depending on
the specific scenarios. However, risk is broadly defined as the uncertainty of a particular
event occurrence in future. In the banking business the risk refers to financial losses
that may take place during the certain transactions performance. In terms of
mathematics the risk can be measured by the probability that an anticipated event will
not happen (will happen) and it will lead to negative consequences or losses. It should
be emphasized that banking business is rather specific, as it is characterized by high
riskiness on the one hand, and assurance of reliability and trust, which are realized
through providing certain guarantees to clients — on the other hand. The banking system
of Ukraine as well as the world banking practice often faces the problem associated
with estimation of credit risk, which can lead to financial losses in the result of default
on borrower’s commitments. According to the requirements of Basel Committee banks
by their own should choose methodologies to estimate and model credit risk in their
business [1]. Therefore, the problem of choosing modeling methods for credit risk
assessment in banking business is of great relevance and controversy. It is obvious that
banks have to create and implement their own risk management systems in order to
achieve success in high-risk lending activities. It is these systems which help the
management apparatus to identify, estimate and control corresponding risks. Nowadays
the process of credit risk management is computer-aided, that means that it is based on
the results of estimation, analysis and forecasting, obtained with the help of information
systems. The main stages of the credit risk management process can be defined as
follows: the identification of objective and subjective reasons for credit risk existence;
estimation and forecasting of the risk magnitude; credit risks minimization or
optimization; regular control of credit risks through credit operations monitoring.

The decision-making system should not only identify and assess the credit risk, but
also determine its justifiability or tolerability in terms of the profitability of lending
transaction. Acceptable risk is also possible, since it does not threaten the bank, and the
eventual losses are less than expected profit and the amount of the compensation for



189

possible losses reserve, which is specially created for the given transaction. Each
banking institution defines the limits of acceptable risk by its own according to the
chosen management strategy. However, the risk that exceeds the permissible limits is
critical, that means that it is much higher than the amount of expected profits and the
reserve created. The upper limit of the critical risk is determined by the bank’s fund
value, so in case of risk event the bank will not make a profit, as well as will lose its
own fund. If the risk magnitude is even higher than the critical risk, the bank goes into
bankruptcy which is succeeded by the liquidation procedure and the assets sale.

Credit risk is an important component of any bank portfolio and needs to be
controlled and managed regularly. It is necessary to use the modern modeling methods
and information technologies in order to reduce credit risk and determine its main
indicators (probability of default, credit risk appetite, etc.).

The first who began to develop the credit risk assessment econometric models were
Altman (Z-score model), Beaver and Tamar. Since then, the models have been
improved by scientists and become more elaborate. Scholars [4; 5; 7; 9] in their papers
on credit risk assessment develop and refine models, which help to determine according
to the research purpose the probability of default, the level of loan portfolio losses, the
variation amount of the loan portfolio value, the probability of non-redemption of
nonperforming loans and others.

In recent years, large foreign financial institutions have developed a range of credit
risk assessment models that vary in elaboration and application methodologies and are
widely recognized throughout the world. CreditRisk+, CreditMetrics, Moody’s, KMV
Portfolio Manager, Credit Monitor and CreditPortfolioView (McKinsey & Co., Inc.)
models are among them. In fact, these models are recommended standards to determine
credit risks and the basis for the VAR approaches development. They allow to determine
with different accuracy level the amount of losses associated with credit risk and to
calculate the loan derivative value at risk (value at risk, thereinafter VAR). The models
mentioned above have their own peculiarities, but their purpose is the same — to
determine the losses apportionment in the credit risks portfolio and, on this basis, to
calculate the expected loss in the portfolio at any confidence interval, the change in the
extent of these losses and the amount of funds needed for the portfolio support.

The VAR determination models allow banks to estimate the difference between the
funds needed for the portfolio support and the amount of capital required by the Basel
Accords.

Moody’s KMV Portfolio Manager model [13], in particular, provides the probability
of default defining with the help of methods used in option pricing based on Black-
Scholes and Merton models. The particular feature of KMV Portfolio Manager is the
fact that it is based on the use of the empirical expected default frequencies (EDF),
which is calculated with the help of KMV Credit Monitor software, developed by the
same company.

The CreditRisk+ model is aimed exclusively for the default risk assessment and does
not estimate losses from other credit events. According to CreditRisk+ model the
default losses are estimated through the simple classification of assets by their size,
however, the probability of default for each range falls under the gamma distribution,
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and then the values in ranges are aggregated into the losses distribution due to the
default in all ranges.

The class of macroeconomic models includes the Wilson model [15; 16], which has
provided the basis for the CreditPortfolio View software product, and is designated for
credit risk assessment and has been developed by the McKinsey & Co. Consulting
Group.

In recent years, SVM model developed by Bernhard E. Boser, Isabelle M. Guyon,
and Vladimir N. Vapnik [3] has become more and more popular in the framework of
the defaults forecasting as a nonlinear nonparametric algorithm for classification.
Western commercial banks and rating agencies implement it in their business.
However, despite its obvious advantages, SVM model has some limitations in loan
scoring practice.

The review of existing techniques is extremely important for selection,
implementation and adaption of the most appropriate model. At the same time, selecting
the most appropriate approach, it is necessary to take into account the available
mathematical tools, the nature and the quality of benchmark data, the planning horizon,
the study objectives and the specifics of the bank portfolio. The personnel skill level,
the extent of adoption and usage the latest IT systems and products in the bank are also
of great importance. The usage of foreign models is rather complicated, as they have to
be adjusted to the Ukrainian economy realities or the own models for credit risk
assessment should be developed.

In Ukraine, the Resolution of the Board of the NBU No 351 [10] proposed a model
of credit risk assessment for domestic banks, the application of which allows banks to
provide a full and timely assessment of credit risk, which will facilitate the correct
calculation of their capital and strengthen financial stability of the banking sector.
Resolution of the NBU Board No 351 introduces improved approaches to assessing
expected credit risk losses and is based on the Basel Principles of Banking Supervision
[2], including the use of three components of credit risk (EAD — risk exposure, PD —
probability of default of the debtor, LGD - loss in default). This Resolution and this
credit risk assessment model itself have been developed for more than a year in
cooperation with the banking community with the involvement of experts from the
IMF, the World Bank, the international company Oliver Wyman, USAID.

This model is designed to address a number of significant gaps in the current
requirements for credit risk assessment, which allowed banks to significantly
underestimate the share of problem loans and the amount of credit risk on assets.

The model of credit risk assessment proposed by the Resolution of the NBU Board
No 351 has a number of advantages, in particular:

— determining the amount of credit risk in monetary units, rather than interest, which
allows you to estimate the actual amount of loss from lending to a particular
borrower;

— taking into account when assessing the credit risk, the quality of credit collateral on
the loan and the availability of guarantees, sureties or insurance protection under the
loan agreement;
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— ease of calculation (to determine the financial condition of borrowers — financial
institutions that are large and medium-sized enterprises — only 6 indicators are used
for financial institutions, small enterprises — 5 indicators, while in the methods of
Fitch Ratings and Standard and Poor’s such indicators are about 30);

— availability of criteria and scales for assigning the borrower’s creditworthiness to the
appropriate risk class;

— assessment of the level of credit risk is carried out on the basis of public information
and financial statements of financial institutions.

However, some problems of adequate risk assessment of lending to financial
institutions remain unresolved, in particular:

— subjectivity of determining the integral value of credit risk (the methodology does
not substantiate exactly how qualitative criteria affect the level of credit risk);

— low formalization, taking into account qualitative criteria for credit risk assessment
(there are no clear rules and scales in the methodology to determine which value of
the qualitative criterion is low, medium or high);

— to assess the financial condition of borrowers of financial companies and credit
unions, as well as enterprises of 15 other types of economic activity, the same
logistics models are used, although the specifics of these companies differ
significantly. Thus, there is an inconsistency of views on the appropriateness of
using different approaches to assessing the risk of lending to financial institutions.

The proposed model allows to apply a complex credit risk assessment using the
probability theory apparatus, integral calculations and differential equations, which
enables to predict the credit risk level and make effective managerial decisions in risk
management.

2 Method

A number of situations in which credit risk has been demonstrated have been
investigated in the scope of the relevant study and mathematical models based on
probability theory have been developed. In this case, the risk measurement procedure
involves constructing of p function, which assigns a number to each random allocation:

p:Y >R (1)

where Y is the set of permissible in the particular problem probable distributions that
represent risks; R is the set of real numbers.

The analysis and systematization of scientific sources and practical experience, at
the present stage, distinguishes the next concepts in the structure of financial risks
measurement procedures [8; 14]: losses in adversity; variability; financial risks
measurement in the framework of within the expected utility theory; sensitivity.

The risks measurement according to the concept of losses in adversity is a relatively
widespread phenomenon in world practice and the domestic banking system. Thus, it
is proposed to estimate the expected losses assessed by the bank, depending on the
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probability of the borrower default, the amount of default losses and the loan extent at
the time of default in order to assess credit risk under Basel II [1]:

EL = PD X LGD x EAD )

where EL — expected losses; PD (probability of default) — the probability that the
borrower will not be able to fulfill his obligations under the contract; LGD (loss given
default) — the percentage of losses as relating to the credit amount that the bank will
take at the time of the borrower default; EAD (exposure at default) — the loan amount
granted at the moment of default.

Under this approach based on the Internal Rating (IRB) the bank will only assess the
probability of default and will use data on losses in case of default and exposure to
default provided by a credit or rating agency. The European Union has also adopted the
methodology for the risk estimation according to the concept of losses in adversity by
the Capital Adequacy Directive [6]. The National Bank of Ukraine (NBU) recommends
this method to commercial banks for effective market risk management.

It is necessary in the framework of this paper to consider more precisely the concept
of variability. It is based on the identification of so-called “location indicators”, relating
to which variability is calculated. As a rule, mathematical expectation, variance,
median, mode, quantile can be used as “location indicators”. In the scope of the
variability concept loan risk has been constructed, as it is the most widespread and
elaborate in the banking activity. Formalized approach to the credit financing has
helped to come to conclusion that the lending process, especially at the stage of
chargeback and repayment of deposit percentage, can be considered as a functional
relationship to the time that is random variable. Therefore, it is reasonable to consider
this process as a flow of borrower’s payments at the certain point of time with a
corresponding probability. Formalized approach to the credit operations also has
allowed us to conclude that credit risk can be observed in three aspects. Firstly, the
borrowers do not reimburse the bank loans entirely. Secondly, borrowers do not
reimburse bank loans on schedule. Thirdly, borrowers reimburse bank loans entirely,
but not on time and by partial amounts at one’s own wish, breaking the loan
amortization schedule both in time and amount payments. In practice, as a rule, all three
aspects of credit risk can be observed simultaneously. Simultaneous action of all the
aspects of credit risk will not be considered, as the situations when the loan is not
reimbursed by the borrower and the payments are delayed in time are helpful in the
analysis of the credit risk elementary components. It is supposed that the symbiosis of
these components will help to simulate the third aspect of the credit risk. It can be
argued that the process represents a functional relationship to time, as in case of
incomplete credit repayment time latency will be observed. On the one hand, if the
borrowers do not reimburse the entire amount of the credit, constructing a model it is
necessary to take into account the reduction of the amounts which are returned
according to maturity dates on schedule, and, on the other hand, in the case of the
complete loan amortization, which is repaid with maturity dates break, it is necessary
to consider the payments delay time when the repayment amounts are reimbursed
completely.



193

It is obvious that, in its simplest form, the credit reimbursement process can be
considered as a repayment of the credit sum S at the moment of time z. Taking into
account the fact that the credit reimbursement process is continuous in time, can change
over time, and moreover, it can be of random character in terms of the sums of loan
repayments, it is reasonable to introduce a function of time ¢&(¢), which determines the
loan repayment amount at time ¢. Thus, the appearance of a payment at time ¢, referring
to the loan reimbursement, is a random variable and the value of the function &(¢) will
be directly proportional to the loan repayment amount at time ¢. If the function &(¢)
indicates by the flow of loan repayment amounts, each succeeding payment may lead
to full or partial loan repayment. Therefore, it is reasonable to use the Boolean function
F(U) to define the flag indicator U according to which the loan is reimbursed
completely. Correspondingly, if F(U) =1, U possess the “truth” value, that means, that
credit has been reimbursed completely, and if F(U) =0, U possesses “false” value, that
means, that the loan has not yet been repaid.

First of all, it is necessary to consider the situation of incomplete loan
reimbursement. Since the process is of random nature, let’s define the random variable
1, which denotes the proportion of the reimbursed loan and, correspondingly, takes the
value on the interval [0,1]. Thus, the incomplete loan reimbursement process can be
represented by the next formula:

E() =uxSxF{t=1} €)]

where u is a random variable; S is a loan repayment amount before reimbursement
process; F'{t > 7} is a Boolean function.

It is obvious that the random variable u has a probabilistic nature and the parameters
of its distribution form the variable which characterizes the risk of lending operations.
Correspondingly, if the probability P{u =1} = 1, there is no risk, and if P {x =0} =0,
there is the risk event. The nature of this distribution is rather interesting, problematic
and highly discussed among the scientists. In the scope of this paper the distribution of
random variable will be considered to be normal. In general, the parameters of this
distribution can be investigated:

— on the basis of the mathematical expectation (£) of a random variable:

Eszy =S X E, 4
where £ is the mathematical expectation;
— on the basis of variance:

Dgiry = S* X D, 5)

where D is a variance.

In this case the payment at the time t is a random variable, correspondingly, £ and
D¢ (7 are the average and the variance of the payments flow, S-E, is the loan repayment
average amount.
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Let’s consider the next case, when loans are returned, but not on schedule, and there
is the certain delay time relating to the loan amortization schedule, which can be defined
by 6. Thus, the loan reimbursement process can be represented by the formula:

E)=SxF{t=1+6} (6)

It is obvious, that 6 is random variable, which cannot be of negative value and the
parameters of its distribution characterize the risk of credit operations. Thus, there is no
risk in the case of P{5=0}=1, and the risk is very high in the case of P{5=w}=0, that
means that the loan is not reimbursed. Simulating this process, it has been assumed that
as the final result the loan would be reimbursed. The amount of payments at any moment
of time ¢ > 7 can possess the values 0 or S. Regarding the payments flow, the loan
repayment amount 0 or S can appear at different moment of times t with varying
probability. Thus, the flow average value and variance will be correspondingly equal to:

In this model, the average delay time is 6, and the average loan repayment amount is S,
that means, that the model presumes that sooner or later the loan will be reimbursed.

Further the model which would try to take into account all the aspects of credit risk,
such as time delays and loan reimbursement payments has been built. The set of random
variables possessing values on the interval [0, 1] has been defined as {1, > 0} and the
following equation is true for it:

P{ug >z} > 0 toall z<1 Q)

Thus, it is possible to estimate the effect of all the credit risk aspects with the help of
the next correspondence:

E(t) = Mg X S X F{t 2 7} (10)

In this case, the possibility of loan reimbursement by repeated partial payments is taken
into account. In addition, the equation (9) ensures a positive probability of complete
loan reimbursement on schedule, since it is not rational to assume that the loan has been
issued if there has been the confidence that the borrower would not able to return it.
Thus, the next model is built:

Eziy =S XE,,_, (11
D¢y = S* X Dy, . (12)

Correspondingly, the average return share is equal to:
limE,, (13)

t—o0o

Practical calculations for this model face the problem of determining the start values,
for example, the probabilistic distribution of the loan repayment random variable p. We
believe that the normal (Gaussian) distribution of a random variable is appropriate for
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this, however u should have a positive value and cannot greater than 1, as this will
contradict the normal distribution condition. If, however, the given random variable is
assumed to be Gaussian with some restrictions, and to characterize the amount of
client’s available assets with the help of which the loan can be reimbursed, its values
which exceed mean, that a client has spare funds and the loan can be completely repaid,
and if this random variable is of negative value, a client is insolvent or debtor.

Let’s estimate the parameters of these models, since only if these parameters exist the
model can be implemented in practice. For example, let’s consider the first model and
set the distribution of the partial loan repayment random variable p. It is necessary to
choose a set of distributions to which u can be attributed for this purpose. The normal
(Gaussian) distribution, which is defined by the mathematical expectation £ and the
variance D has been chosen. However, the usage of normal distribution is still
controversial. Firstly, 4 must be of positive value. Although it is not of great importance,
since taking into account the typical values of 1 makes the probability of its negative
value so slight that it can be neglected. Secondly, the u partial cannot be greater than 1,
and such a probability for a normal distribution with typical values of £ and D is very
high. So, how this problem can be solved?

It can be assumed that there is a random Gaussian variable A that characterizes the
borrower’s ability to repay the loan in order to solve this problem. Let’s suppose, for
example, that it is the indicator of borrower’s available assets at the time of debt
repayment. Thus, if A is greater than 1, a borrower has even more funds than needed
for complete loan reimbursement and a bank can receive its assets on schedule. If 4 is
less than 1, a borrower not only does not have enough money to repay the current loan,
but probably has other debts. Thus, the next equity can be truth for any random variable
A, which characterizes the client’s ability to reimburse the credit:

u =min(max(1,0),1) (14)

Further it is necessary to define the parameters £ and D. It is sufficient to estimate the
mathematical expectation of £, and the probability P{xz = 0} in order to do this. The
usage of the bank balance data, that are turnover and balance data on the corresponding
accounts, is the easiest way to do this. It is obvious that this estimation can be obtained
by dividing the total amount of delayed loan payments by the total loan amount.

Let’s denote the repayment amount of loan debt obligations, the obtaining of which
is scheduled at the moment of time ¢ by P(¢), and let’s indicate the amount of delayed
payments, which maturity date at the time ¢ has already passed, by B(¢). Thus, the loan
reimbursement process can be characterized by the functions p(u),where P(f) is the
volume from the repayments amount received by the bank for the time increment u
(from time t to time #+u), and b(u) is the proportion from the repayments amount P(f),
which has not been paid at time ¢. It is obvious, that:

p0)=5(0)=0 (15)
p(u) + b(u) =1 (16)
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As it can be seen, these functions do not vary depending on time ¢ and therefore, it is
appropriate instead of P(f) and B(¢) to take their mean values P and B for the time
interval u. Thus, the £, can be estimated by the approximate formula:

E, =7 (17)

where B is the mean value of the delayed payments amount; P is the mean value of the
repayment amount of the debt obligations on the loan.

Formula (17) does not vary depending on the scale of the time measurement and,
therefore, is correct, and the B and P variables are defined by the balance sheet. It is
obvious, that this is not the only way to estimate £, and, therefore, the question can be
controversial. It should be noted that in this case the model parameters have been
estimated in simplified way and therefore the initial results of the research can be
extended in the direction of detalization, justification and elaboration. Let’s try to define
the result obtained above more exactly. Let’s define the amount of bad debts that have
been written off at the cost of the reserve at time t and are nonreturnable — by Z(¢) is.
Thus, the loan reimbursement process can be characterized by the functions p(u), where
P(¢) is the volume from the repayments amount received by the bank for the time
increment u (from time ¢ to time t+u), b(u) is the proportion from the repayments
amount P(f), which has not been paid at time ¢, and z(u) is proportion of the payments
amount P(¢) that has been written off. It is obvious, that:

p:(0) = b (0) = z,(0) (18)
pe(u) + be(u) + z,(u) =1 (19)

If it is assumed that the nature of requirements for debt forgiveness does not depend on
the time, they are scheduled for, that means, that the requirements quality are
approximately the same, these functions do not vary depending on time ¢. Thus, the
next estimation for the functions B(¢) and Z(f) can be obtained:

B(t) = [, P(t —w) - g'(wdu (20)
Z(t) = J, P(t —u) x z' (w)du 1)

The process of loan payments obtaining and writing off in the general case can be
represented by a system of differential equations:

p'(w) = axb(u) (22)
z'(w) =B X b(w) (23)

Thus, taking into account the formulas (9) and (10), the system of equations has been
developed:
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p'(w) = axb(w)

z'(u) =B x b(w)

p:(0) = b, (0) = z,(0)
pe(w) + be(w) +z,(w) =1

24

Let the average values of P(f), B(f), Z(f) to be correspondingly P, B, Z for a certain
period of time. Thus, after substituting the mean values in formulas (20), (21) and
finding the solution of the obtained system of differential equations, the following
approximate formula for £, estimation can be developed:

N

.

E =

" (25)

ol o
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where B is the mean value of the delayed payments amount; P is the mean value of the
repayments amount of the loan debt obligations; Z is the mean value of the bad debts
amount that have been written off at the cost of reserves.

Moreover, investor’s ration can be added to the model. Thus, overelaborating of the
model gives the possibility to make more extended analysis of the information on bank
credit risks elimination:

Z
E = -5  P-Z
w 1+_T>;B ~ P+rxB

(26)

where r is the coefficient that can be defined as a market category, such as market risk.

At the last stage the level of credit risk is determined by E, variable interpretation
with the help of linguistic characteristics of the bank credit risk levels scale (table 1).
The proposed scale is based on the calculation of the integrated index of the financial
status of a debtor — a corporate entity class, applying the correction factors specified in
paragraph 22 Section II of the NBU Regulation Ne351. Loan payment by a debtor — a
corporate entity in time is adopted as correction factors. However, the following
demands should be hold to: if there is a delayed payment from 31 to 60 days — the bank
gives a debtor the class that is not higher than 5; if this payment is delayed from 61 to
90 days, the class is not higher than 8; in the case of 91 and more days of delayed
payment, a debtor gets the class not higher than 10 [16]. Taking into account the fact
that the NBU methodology can define the credit risk losses volume, and the proposed
model can determine the loan repayment level, it can be concluded, that estimation
scales are of inverse character.

Thus, in our opinion, it is necessary to distinguish the following levels of credit risk:
acceptable, moderate and critical.

The mathematical expectation of the credit risk level £, acquires a value in the range
{0; 1}, and the closer it is to 1, the lower the bank credit risk level is. Thus, the formula
for E,, estimation has been developed. It does not depend on time and uses data that can
be obtained from the bank’s balance. It is obvious that the result obtained is not the
only solution to this problem and can be clarified by different ways, which need to be
discussed in further investigations.
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Table 1. Characteristics of bank credit risk levels.

Credit risk Credit risk Characteristics
level bounds

Acceptable  1,00—0,90 Risk of low level, which can be temporarily ignored. Acceptable
payment delay — from 31to 60 days.

Moderate 0,89 - 0,41 Moderate risk level, which should be carefully controlled by bank
management. Acceptable payment delay — from 61 to 90 days.

Critical 0,40-0 Risk of high level, which can lead to bankruptcy. Acceptable
payment delay — from 91 days.

It should be noted that the proposed model has certain advantages and limitations.
The main advantages are: an integrated approach to the credit risk assessment
modeling, which involves various loan repayment scenarios that are relevant from the
aspect of early diagnosis of possible credit risk and the bank’s decision of its
minimization or taking. Taking into account the high share of problem loans in
domestic banks, this advantage is particularly important; the possibility to use this
model to predict the acceptable level of credit risk, on the basis of which the optimal
credit portfolio can be formed; flexibility in application of this model, as it can be used
both for the credit risk assessment of the bank credit portfolio in general, and for its
components (for example, for a credit portfolio of corporate clients or individuals); ease
of use and implementation of this model in bank information systems.

The main difficulties associated with the integrated credit risk assessment based on
the proposed model are: insufficiency or total absence of historical data; the absence or
inconsistency of statistical data due to the specifics of the banking business or the credit
policy peculiarities. However, this should not prevent the banks from developing and
applying the proposed model, the input data for which can be obtained from the open
source information or based on the experts’ reports. The development and
implementation of the own methods and models for credit risk assessment, which will
provide risk management with the input data for the formation of a bank credit strategy
is an extremely important step for domestic banks. In general, it can be argued that there
is a problem of effective modeling of credit risk according to the variability concept.
This is primarily associated with the asymmetry of the lending activities process, which
results into an asymmetric distribution of random variables and correspondingly
increases the margin of error, as in the case of the Gaussian distribution. On the other
hand, indicators in this model have a tendency to “dispersion” or “scattering” in
different directions, that is not inherent in the risk assessment, since as a rule, deviation
is considered under adversity. Despite the fact that there are problems referring model
parameters assessment, they have been estimated with some restrictions and can be
specified in other ways. As a result, the obtained formulas using the real balance data
of the balance can be implemented in the banking systems development.
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3 Results and discussion

Let’s consider the proposed credit risk assessment model on the example of the
Ukrainian joint-stock company commercial bank PrivatBank (JSC CB PrivatBank).
The obtained results will be compared with the results obtained by the method proposed
by NBU in order to determine the model adequacy.

Let’s calculate and assess the integrated credit risk of the Ukrainian JSC CB
PrivatBank according to the requirements and methods of the National Bank of
Ukraine. The information on the credits’ distribution by classes of corporate and private
debtors, published by the National Bank of Ukraine on January 1, 2018, serves as an
input indicator for the bank’s credit risk calculation. According to the statistical
reporting of corporate JSC CB PrivatBank we have made the table 2 on the credits
distribution by classes of debtors [11; 12;].

Table 2. The credits distribution by classes of debtors in JSC CB PrivatBank.

Class of a corporate debtor, billion UAH
1123|4567 8 9 10
01.02.18] 1,6 10,32 0,2 |0,78/0,19{ 0,1 [0,44] 0,01 {0,003| 209,8
01.03.18] 1,6 |0,38|0,24| 0,1 |0,22]0,12{0,45] 0,02 {0,003| 175,2
01.04.18] 2,0 10,37/0,42{0,22|0,07]0,02/0,45] 0,01 | 0,14 | 202,9
01.05.18] 2,2 10,46|0,45|0,28| 0,1 [0,04/0,42]| 0,01 | 0,19 | 202,9
01.06.18| 2,5 10,47|0,41{0,31/0,15[0,21{0,43]0,005{0,041| 202,8
01.07.18] 2,7 10,61/ 0,4 | 0,5 |0,13]0,23[0,42]|0,003| 0,58 | 203,2
01.08.18] 2,6 10,56|0,49|0,44|0,17|0,25|0,44]|0,007|0,044| 204,5
01.09.18)2,65]0,58/0,57(0,57/0,26(0,24/0,44]0,008{0,041| 206,9
01.10.18] 2,7 10,67|0,77(0,73|0,25( 0,3 [0,43]0,006{0,028| 215,2
01.11.18] 2,7 10,73|0,85]0,94/0,28(0,27(0,01]| 0,47 | 0,04 | 215,5
01.02.19|3,31]0,74/2,49(0,96/0,57|0,04/0,09] 0,03 | 0,25 | 216,6
01.03.19|3,27{1,03| 2,4 {0,97/0,55[0,05(0,09]| 0,03 | 0,13 | 215,9
01.04.19|3,54]/ 0,9 | 2,4 {1,23|0,55] 0,1 |0,16] 0,01 | 0,21 | 216,8
01.05.19|3,76/0,96|2,28(0,98(1,22]0,46/0,03]| 0,01 | 0,19 | 216,1
01.06.19|3,94/0,82|2,34(1,05|1,35[0,15[0,09]| 0,01 | 0,22 | 216,4
01.07.19]4,22|0,86|2,58(0,97(1,37|0,05(0,12]| 0,01 | 0,25 | 215,5
01.08.19|3,93]0,63|2,52|0,86/1,63[0,09(0,09] 0,01 | 0,29 [214,01
01.09.19|4,01{1,53|2,05{0,46(1,77]0,09(0,02| 0,05 | 0,22 |214,47
01.10.19|4,01{1,37|2,33{0,86(1,22|0,13]0,01| 0,01 | 0,25 |212,80
01.11.19|3,93]1,61/2,29{0,99(1,15|0,13[0,02| 0,01 | 0,27 |214,59
01.12.19|4,31{1,59/2,06{1,19(0,58]0,73[0,02| 0,01 | 0,24 |213,26
01.01.20|4,35]1,61|2,22(1,18|0,55]0,03]0,03] 0,01 | 0,22 |212,85

Date

The loan debtor’s losses given default (LGD) granted to corporate entities of
JSC CB PrivatBank according to the scenario of a compromise position of risky lending
for 10 months of 2018 and 2019 is calculated in table 3.

Thus, the credit risk of JSC CB PrivatBank for loans granted to corporate entities in
the scenario of a compromise position of risk lending for 10 months of 2018 is measured
by the losses amount from UAH 175,456 billion at the date of March 1, 2018 to UAH
213,162 billion at the date of January 1, 2020.
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Table 3. Credit risk for loans granted to corporate entities according to the scenario of a
compromise position of JSC CB PrivatBank risky lending in 2018, 2019.

Bank losses for loans, granted to corporate entities by a borrower’s —a| Total
corporate entities classes, billion UAH losses,

1 2 3 4 5 6 7 8 9 10 billion
(0,5%)[(1,0%) [ (2%) | (4%) | (7%) |(11%)|(18%) |(33%) [(60%) [ (100%)| UAH
01.02.18| 0,008 | 0,003 |0,004/0,031{0,001| 0,011 | 0,079 | 0,003 | 0,002] 209,8 |209,942
01.03.18| 0,008 | 0,004 [0,005]0,004]0,015| 0,13 | 0,081 | 0,007 | 0,002 | 175,2 | 175,456
01.04.18] 0,01 | 0,004 [0,008]0,009/0,005| 0,02 | 0,081 | 0,003 | 0,084 | 202,9 |203,124
01.05.18| 0,011 | 0,005 |0,009(0,011{0,007| 0,004 | 0,077 | 0,003 | 0,114 | 202,9 |203,141
01.06.18| 0,012 | 0,005 |0,008]0,012]0,011| 0,023 | 0,077 | 0,002 | 0,025 | 202,8 |202,975
01.07.18| 0,014 | 0,006 [0,008| 0,02 {0,009| 0,025 | 0,077 | 0,001 | 0,35 | 203,2 |203,836
01.08.18| 0,013 | 0,006 | 0,01 [0,018]0,012| 0,028 | 0,079 | 0,002 | 0,026 | 204,5 | 204,694
01.09.18| 0,014 | 0,006 [0,011]0,023]0,018| 0,026 | 0,079 | 0,003 | 0,025 | 206,9 |207,105
01.10.18| 0,014 | 0,007 |0,015]0,029{0,018| 0,033 | 0,077 | 0,002 | 0,017 | 215,2 | 215,43
01.11.18] 0,014 | 0,007 |0,017]0,038] 0,02 | 0,03 | 0,002 | 0,155 | 0,024 | 215,5 | 215,807
01.02.19| 0,017 | 0,007 |0,050{0,038]0,040| 0,004 | 0,016 | 0,010 | 0,15 | 216,6 |216,933
01.03.19| 0,016 | 0,010 |0,048]0,039{0,039| 0,006 | 0,016 | 0,010 | 0,078 | 215,9 |216,162
01.04.19| 0,018 | 0,009 |0,048]0,049(0,039| 0,011 | 0,029 | 0,003 | 0,126 | 216,8 | 217,132
01.05.19| 0,019 | 0,010 |0,046/0,039{0,085| 0,051 | 0,005 | 0,003 | 0,114 | 216,1 |216,472
01.06.19| 0,020 | 0,008 |0,047]0,042]0,095| 0,017 | 0,016 | 0,003 | 0,132 | 216,4 | 216,779
01.07.19| 0,021 | 0,009 |0,052]0,039]0,096| 0,006 | 0,022 | 0,003 | 0,15 | 215,5 | 215,896
01.08.19| 0,020 | 0,006 [0,050{0,034/0,114| 0,010 | 0,016 | 0,003 | 0,174 | 214,01 | 214,438
01.09.19| 0,020 | 0,015 |0,041{0,018{0,124| 0,010 | 0,004 | 0,017 | 0,132 | 214,47 | 214,851
01.10.19| 0,020 | 0,014 |0,047]0,034]0,085| 0,014 | 0,002 | 0,003 | 0,15 | 212,8 | 213,170
01.11.19] 0,020 | 0,016 |0,046]0,040{0,081| 0,014 | 0,004 | 0,003 | 0,162 | 214,59 | 214,975
01.12.19| 0,022 | 0,016 |0,041]0,048]0,041| 0,080 | 0,004 | 0,003 | 0,144 | 213,26 | 213,658
01.01.20| 0,022 | 0,016 |0,044]0,047]0,039| 0,003 | 0,005 | 0,003 | 0,132 | 212,85 | 213,162

Date

Losses from credit risk on loans granted to corporate entities of JSC CB PrivatBank
according to the scenario of the aggressive position of risky lending for the period of
10 months of 2018 and 2019 are represented in the table 4. Thus, the credit risk of JSC
CB PrivatBank for loans granted to corporate entities according to the scenario of an
aggressive position of risky lending for the research period is measured by the losses
amount from UAH 175,565 billion at the moment of March 1, 2018 to UAH 213,351
billion at the date of January 1, 2020.

The calculation of the mathematical expectation of loan repayments according to the
proposed model and the analysis of the results are represented in the table 5. Taking
into account the results given in the table 5, it can be concluded that the E, value is the
most closely approximate to zero, that gives evidence of the critical level of JSC CB
PrivatBank credit risk in 2018-2019, which corresponds to the results of the NBU
methodology. The results obtained with the help of the proposed model and the NBU
methodology do not differ significantly by the majority of indicators. Thus, it can be
concluded that the proposed model is an effective tool for credit risk assessment in
banking business. This statement has been tested on actual data.
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Table 4. Credit risk for loans granted to corporate entities according to the scenario of an
aggressive position of JSC CB PrivatBank risky lending in 2018, 2019.

Date

Bank losses for loans, granted to corporate entities by a borrower’s — a

corporate entities classes, billion UAH

Total
losses,

1
0,9%)

2
(1,9%)

3
(B%)

4
(6%)

5

(10%)

6
(17%)

7
(32%)

8
(59%)

9
(99%)

10
(100%)

billion
UAH

01.02.18

0,144

0,006

0,006

0,047

0,019

0,017

0,141

0,006

0,003

209,8

210,189

01.03.18

0,144

0,007

0,007

0,006

0,022

0,02

0,144

0,012

0,003

175,2

175,565

01.04.18

0,18

0,007

0,013

0,013

0,007

0,003

0,144

0,006

0,139

202,9

203,412

01.05.18

0,198

0,009

0,014

0,017

0,01

0,007

0,134

0,006

0,188

202,9

203,479

01.06.18

0,225

0,009

0,012

0,019

0,015

0,036

0,138

0,003

0,041

202,8

203,334

01.07.18

0,243

0,012

0,012

0,03

0,013

0,039

0,134

0,002

0,574

203,2

204,247

01.08.18

0,234

0,011

0,015

0,026

0,017

0,043

0,141

0,004

0,436

204,5

205,427

01.09.18

0,239

0,011

0,017

0,034

0,026

0,041

0,141

0,005

0,041

206,9

207,455

01.10.18

0,243

0,013

0,023

0,044

0,025

0,051

0,138

0,004

0,028

215,2

215,769

01.11.18

0,243

0,014

0,026

0,056

0,028

0,046

0,003

0,28

0,039

215,5

216,235

01.02.19

0,030

0,014

0,075

0,058

0,057

0,007

0,029

0,018

0,248

216,6

217,134

01.03.19

0,029

0,020

0,072

0,058

0,055

0,009

0,029

0,018

0,129

215,9

216,318

01.04.19

0,032

0,017

0,072

0,074

0,055

0,017

0,051

0,006

0,208

216,8

217,332

01.05.19

0,034

0,018

0,068

0,059

0,122

0,078

0,010

0,006

0,188

216,1

216,683

01.06.19

0,035

0,016

0,070

0,063

0,135

0,026

0,029

0,006

0,218

2164

216,997

01.07.19

0,038

0,016

0,077

0,058

0,137

0,009

0,038

0,006

0,248

215,5

216,127

01.08.19

0,035

0,012

0,076

0,052

0,163

0,015

0,029

0,006

0,287

214,01

214,685

01.09.19

0,036

0,029

0,062

0,028

0,177

0,015

0,006

0,030

0,218

214,47

215,070

01.10.19

0,036

0,026

0,070

0,052

0,122

0,022

0,003

0,006

0,248

212,8

213,384

01.11.19

0,035

0,031

0,069

0,059

0,115

0,022

0,006

0,006

0,267

214,59

215,201

01.12.19

0,039

0,030

0,062

0,071

0,058

0,124

0,006

0,006

0,238

213,26

213,894

01.01.20

0,039

0,031

0,067

0,071

0,055

0,005

0,010

0,006

0,218

212,85

213,351

Table 5. Comparative results of the JSC CB PrivatBank credit risk assessment according to the
proposed model and the NBU methodology.

According to the proposed model Ac{;ﬁi‘;‘i}ggt}lﬁgFU

Repay- Loss?s ac- Losses ac-

Date B, ments Losses | cording to cording to

UAH |Z, UAH | P, UAH E amount volume, | the compro- the a .

bil- | billion | billion | ~* "> | UAH bil-| mise scena- ggresst

lion UAHbil-| ™0 Irio, UAH bil-| Y€ $Cenario,

lion ’ lion UAH billion
01.02.18] 2,936 (209,849 ]212,785(0,0136| 2,894 | 209,891 209,942 210,189
01.03.18] 3,216 208,903 |212,119(0,0149| 3,161 208,958 175,456 175,565
01.04.18] 3,557 203,033 | 206,59 {0,0169| 3,491 203,099 203,124 203,412
01.05.18] 3,991 | 203,064 [ 207,055 |0,0189| 3,913 | 203,142 203,141 203,479
01.06.18| 4,435 (202,817 207,252 10,0209 4,332 | 202,920 202,975 203,334
01.07.18] 4,936 | 203,253 208,189 {0,0231| 4,809 | 203,380 203,836 204,247
01.08.18] 4,971 | 204,588 209,559 {0,0232| 4,862 | 204,697 204,694 205,427
01.09.18] 5,314 [ 206,986 | 212,3 |0,0243| 5,159 | 207,141 207,105 207,455
01.10.18] 5,810 [ 215,182 (220,992 0,0256| 5,657 | 215,335 215,43 215,769
01.11.18] 6,194 | 215,488 | 221,682 0,0272| 6,030 | 215,652 215,807 216,235
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. According to the NBU
According to the proposed model methodology [12]
Repay- Lossesac- | ;0 ces ac-

B, Losses | cording to

UAH |7, UAH|P, UAH| | ™ | yojume, | the compro- | €008 10
“ U | UAH bil- | mise scena- 82

bil- | billion | billion

. UAH bil- . . .. | Ve scenario
lion lion lion rio, [ljl‘:f bil-| 'AH billion
01.02.19] 823 | 216,85 | 225,08 [0,0353] 7,945 | 217,135 | 216,933 217,134
01.03.19] 8,39 | 216,03 | 224,42 [0,0360] 8,079 | 216,341 | 216,162 216,318
01.04.19] 9,06 | 217,01 | 226,07 [0,0385] 8,704 | 217,366 | 217,132 217,332
01.05.19] 9,70 | 216,29 | 225,99 [0,0412] 9311 | 216,679 | 216,472 216,683
01.06.19] 9,75 | 216,62 | 226,37 0,0413| 9,349 | 217,01 | 216,779 216,997
01.07.19] 10,18 | 215,75 | 225,93 [0,0431] 9,738 | 216,192 | 215,896 216,127
01.08.19] 9,76 | 2143 | 224,06 [0,0417] 9,343 | 215327 | 214,438 214,685
01.09.19] 9,98 | 214,69 | 224,67 0,0425] 9,549 | 215,121 | 214,851 215,070
01.10.19] 9,94 | 213,05 | 222,99 [0,0427| 9,522 | 213,468 | 213,170 213,384
01.11.19] 10,13 | 214,86 | 224,99 0,0431] 9,697 | 215,293 | 214,975 215,201
01.12.19/ 10,49 | 213,50 | 223,99 [0,0447] 10,012 | 213,978 | 213,658 213,894
01.01.20] 9,98 | 213,07 | 223,05 [0,0428] 9,547 | 213,953 | 213,162 213,351

Date

4 Conclusion

The proposed model of credit risk assessment according to the concept of variability is
universal and allows us to predict the credit risk level and make effective management
decisions due to the means of probability theory, integral calculations and differential
equations. This model provides to determine the mathematical expectation E,, using
data, which are not dependent on time and can be obtained from a banking institution’s
balance sheet. The model uses a comprehensive approach to credit risk assessment
modeling, which involves different ways of loan repayment.

The main advantages of the proposed credit risk assessment model include: a
complex approach to modeling credit risk assessment, which involves different kinds
of credit repayment; the possibility to use this model for the acceptable credit risk level
prediction, on the basis of which the optimal bank credit portfolio can be built;
universality of this model (it can be used both for the assessment of bank porfolio credit
risk taken as a whole, and for its components); ease of use.

The proposed model for credit risk assessment is one of a set of models, which is
primarily can be used during development of automated banking systems, credit risk
management systems and expert systems. This model can be also useful for verification
of new methods for borrowers’ credit capacity assessment and credit risk forecasting.

The model can be included to the so-called “block of models”, which is a part of
modern decision-making systems. Such systems can be used in banking business, that
significantly increases the level of financial management in the area of credit risk
management.
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Abstract. Risk-return correspondence for different investment asset classes
forms one of the pillars of modern portfolio management. This correspondence
together with interdependency analysis allows us to create portfolios that are
adequate to given goals and constraints. COVID-induced shock unexpectedly
generated high uncertainty and turmoil. Our paper is devoted to the investigation
path through shock by agricultural assets (presented by ETFs) in comparison with
traditional assets. There were identified three time periods: before the shock,
explicitly shock, and post-shock. At the explicit shock period was suggested
estimation risk frameworks on the pair indicators: falling depth and recovery
ratio. Basic attention focuses on comparison risk-return estimations prior to
shock and post-shock. To this end was considered four approaches to risk
measurement and were applied to the sample of agricultural ETFs. The results
indicated differences in risk changing by the path from before shock to post-
shock. Differences arise from choosing the approach of risk measuring. The
variability approach reveals much growth of risk of traditional assets, but the
Value-at-Risk approach indicates higher risk growth for agricultural ETFs.
Combine together with relatively low correlation these estimations provide a
clear vision of risk-return frameworks.

Keywords: exchange traded funds, risk measurement, COVID, shock, portfolio
management, agriculture, investment.

1 Introduction

The COVID-19 pandemic has a strong influence on the prices of all financial
instruments [29]. Financial markets had shivered at the end of January 2020 and crashed
in the middle of March 2020. The shock was extremely forceful. COVID-induced shock
hit almost all assets: as traditional assets as alternative assets (including
cryptocurrencies). Correspondingly, the shock had an effect on investment portfolio

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).
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management which led to decreasing portfolio value. Meanwhile, different assets have
different dynamics of passing such a turbulent period. Does it necessary to change the
asset allocation design of investment portfolios? This question became an actual one
for individual and institutional investors. The aim of this paper is to investigate risk-
return correspondence “transmission” through the COVID-induced shock for
agricultural Exchange Trade Funds (ETFs) and ETN.

Two hypotheses were put forward in our research. First hypothesis conjectures
differences of shock parameters for agricultural ETFs and two traditional asset classes
such as stocks and bonds (presented in our research by key stock indices). Especially,
it was supposed differences in the renewal level. Second, our hypothesis focuses on
verification of the assumption that risk is higher aftershock then before the shock. In
general, this is a typical effect and we have tried to estimate the level of such risk
increasing.

Class of agricultural ETFs one of the significant parts of the commodities ETFs and
has its own distinctive features. The first distinctive aspect is that the prices of
agricultural production are determined both by market factors (demand in the first
place) and the crop yield (production) of a particular agricultural product. The
dependence on the yield generates an additional level of lack of correlation of such
ETFs with other investment assets, which can be used in investment portfolio forming
procedures. The second distinctive feature of the agricultural ETFs is their structuring
into ETFs associated with one agricultural product (for example, wheat, rice, livestock,
sugar, and others), and associated with a specific fund diversified through different
agricultural products. One of the interesting points for analysis concerns the
meaningfulness of such features at the time of shock and renewal. Understanding the
difference in “risk-return correspondence” in this context will allow a better
justification for their using in the portfolio structure.

Our approach involves ETF using. The emergence of ETFs in the early 1990s and
their intensive development expanded the portfolio management tools in two ways.
First, the essence of the ETF design has allowed expanding the asset classes that can be
used in the portfolios. In this regard, it is possible to use ETF connected with non-
traditional investments (commodities, gold, private equity, and many others). Such
possibilities essentially expand the diversification effect through portfolio construction.
As a rule, alternative investments indicate a lower correlation level with others.
Secondly, ETFs make it easy to assess the risk and return of the entire portfolio based
on their characteristics. In addition, to some extent, with this approach, the task of
filling the class with assets can be removed, because ETF diversified funds can be used.
The task of portfolio investment, in fact, is more reduced to a strategic allocation. So,
we used ETFs for analysis risk-return correspondence for agricultural assets.

It should be noted that we applied a complex view of the notion of “risk
measurement”. Modern financial risk theory considers different approaches to measure
risk. Each approach reflects one or another property of the many-sided notion of “risk”.
We used three approaches to risk measurement. A first approach based on the classical
view for risk measurement at the frameworks of variability. The second approach
considers risk from point of view losses in a negative situation. The importance of such
an approach is explained by using the regulative risk measure Value-at-Risk (VaR) and
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coherent risk measure Conditional Value-at-Risk (CVaR). The third approach is based
on conception sensitivity. It is logically to use sensitivity analysis in concern both types
of traditional assets — stocks and bonds. The results of using such a complex approach
are a generalized estimation of risk characteristics changing. Such an approach provides
a deeper understanding of investment risk frameworks.

2 Materials and methods

2.1 Risk measurement conception

Risk measurement in the frameworks of portfolio investment can be structured into two
blocks. The first block is a risk assessment of an investment asset, considered
separately. The second block focuses on assessing the relationship between asset
returns and risk through diversification.

The first block of risk assessment supposes to introduce mapping p which each
return of investment asset R (interpreting as random variable) correspond some non-
negative number #(R)  [0;+o0]. The return of investment asset (in this paper — ETF)
over a period of time [#; +1] will be expressed through the formula:

Rt,t+l:(Pt+l_Pt)/Pt (1)

where P; and P+ prices of ETF in USD at times # and #+1 correspondingly. R; ;+1 will
be a random variable, because the future price P+ is unknown. Thereafter R which
reflect return through the time is also random variable. Mapping pu which corresponds
to some rules interpret as risk measuring.

2.2 Investment risk measures approaches

There are many measures of investment risk present which formalise in mapping p
different logic of risk interpreting [33]. In our research, we have divided risk measuring
into three conceptual approaches:

— Variability approach. Such an approach is based on the measurement of return’s
variability (volatility). This approach goes back to the papers of H. Markowitz [21]
and underlies the models of modern portfolio theory. Critiques of it using in the non-
transparency connection between variability indicators and real losses.

— Losses in a negative situation. This more practical and regulative approach. It
focuses on measuring possible losses and fulfill capital requirements.

— Sensitivity approach. According to such an approach, the risk is measured as the rate
of response for occurring some factors.

Each of the abovementioned approaches had their pros and cons. Our point of that
investment risk should be estimated by all these conceptual approaches. It provides
multifaceted understanding of investment risk.

The logic of risk measuring leads to properties which reflect “natural properties” of
risk. Trying to understand the essence of properties which should be represented in risk
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measure was formulated in [3]. Authors created the notion of coherent risk measure.
Risk measure is coherent if satisfying following properties (axioms):

Axiom 1. Sub-additivity. For all random values presenting asset's returns R; and R
we have

# (Ry + Ry) S u(Ry) + u(R2) 2)

Axiom 2. Positive Homogeneity. For all R and for all > 0, we have

#(R) = Au(R) 3)
Axiom 3. Monotonicity: If R; > R, for all possible cases then
#(R1) < p(Ro). 4)

Axiom 4. Translation Invariance. For all R and for all o > 0 which interpret as risk-free
asset, we have

uR+o) = u(R)—a. (5)

Examples of coherent risk measures are Conditional Value-at-Risk (considered
introduced below) [28] and T. Fischer measure [8]. It is necessary to note, that presented
approach for coherency is not unique. Other approaches of coherency are considered in
[18].

The second block of risk measurement in the portfolio aspect corresponds to estimate
interrelations of returns of different asset classes. It can be estimated as average
correlation, reducing the value of chosen risk measure for a naive diversified portfolio
or risk value for the portfolio with minimum risk.

Below we try to realize these ideas for agricultural ETFs.

2.3  Risk measurement throughout the period of shock

A financial shock is an exceptionally extraordinary event that affects the entire market.
Therefore, the classical approaches to measuring risk may be ineffective and we used
the following approach. Based on the analysis of the manifestation of COVID-induced
shock, we divided the time interval into three periods. The first period is the “calm”
period before the onset of the shock. The shock-related asset price changes began to
show in the second half of January 2020. Therefore, we had to take 08/28/2019 to
01/15/2020 as the first period. The role of measuring risk in a given period serves as a
benchmark for further changes.

As the second period, we have identified the period 01/16/2020 — 03/31/2020 — the
direct manifestation of shock. The manifestation of COVID-induced shock was, in a
sense, a classic manifestation of shock. Namely, it had the form Sign of “tick”. At first,
the onset of a shock is a gradual fall in asset prices, and then a sharp and deep fall. The
shock drop was on 03/17/2020 for the studied assets. After that, a gradual slow price
recovery begins. Moreover, at first, after the maximum fall, there is a “rollback”, and
then the dynamics stabilize. Thus, as the post-shock period, we have defined the period
04/01/2020 to 08/14/2020.
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The use of classical risk measures is not correct due to a sharp fall in a short period.
To display risk during a shock period, we have proposed an approach based on two
parameters. The first parameter characterizes the depth of the fall, and the second — the
level of recovery over a certain period. The parameter that characterizes the depth of
the fall is calculated by us as the ratio of the lowest price to the average price for 1,5
months before the start of the shock period. And the second parameter is calculated
based on the average stabilization price after the maximum decline. In our case, for
calculating average prices, we took the periods 12/01/2019-01/15/2020 and

05/01/2020-06/15/2020.

The logic for calculating the parameters is shown in the fig. 1 for SPY (ETF which

correspond to leading stock index S&P500).
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Fig. 1. Parameters of risk during shock period for SPY.

sense of the study is in assessing the risk changes as a result of shock.

3
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There has been a lot of academic studies that have addressed agricultural investment

Results and discussion

Literature review

and agriculture assets. The last of them are [2; 5; 6; 7; 15; 16; 27; 36].

Martin and Clapp [22] investigated the relationship between agriculture, finance, and
the state. In [10] the authors analyzed the relation between the notional value of

commodity futures contracts and expected returns on futures contracts.
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ETFs as financial instruments investigated in [14] and [32]. Petajisto proposed a
method for ETFs mispricings detection [25].

The global challenges caused by COVID have updated crisis and shock research.
The analysis of the impact of macroeconomic changes on the financial market was
conducted in [1; 11; 17; 19; 24; 26; 30]. Financial security level analysis in order to
timely detect and neutralize possible crisis phenomena presents in [9; 13; 20].

Forecasting the dynamics of financial markets during the crisis is studied in [23; 31;
34; 35].

In spite of shortness time after COVID-induced shock, there are a lot of papers
described this phenomenon. The uncertainty which have raised from this shock is
analyzed in [4].

In new European Banking Study 2020, was quantified COVID induced effects on
balance sheets and P&Ls of Europe’s 50 largest banks and set out the implications for
bank management, governments, and regulators [12].

3.2 Sample of agricultural ETFs

Our sample of agricultural ETFs was created on the base of capitalization level of such
financial instrument which traded in the USA which are currently tagged by ETF
Database. It is necessary to note that we use term ETF in extend sense which include
both instruments which tracking indices: ETF and ETN. Of course, we pay attention
for the differences between these instruments, but our main focus for the conceptual
essence of tracking indices, after that we did not differentiate ETF and ETN in our paper
and use one term ETF.

Agriculture ETFs invest in agriculture commodities including sugar, corn, soybeans,
coffee, wheat and other. It can be single commodity fund or diversified fund. We have
formed sample (11 components) based on total assets volume by following ETFs
(ETN).

CORN. This ETF corresponds to Teucrium Corn Fund which tracks an index of corn
futures contracts.

COW. This ETN offers an opportunity for investors to gain exposure to hogs and
cattle iShares Global Agriculture Index ETF.

DBA. This ETF corresponds to diversified basket of various agricultural natural
resources.

FUD. This is ETN, associated with futures-based index that measures the
collateralized returns from a basket of 11 futures contracts from the agricultural and
livestock sectors.

JJSF. This is ETN which connected with sugar futures.

NIB. This ETN offers exposure to cocoa futures.

RJA. RJA ETN tracks Rogers International Commodity Index-Agriculture which is
consumption-based index of agricultural commodities.

UAG. Exchange-traded note which offers exposure to a number of agricultural
commodities, including corn, soybeans, wheat, coffee, cocoa, and other natural
resources.

CANE. This ETF offering exposure to the commodity of sugar.
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SOYB. This ETF invests in soybean futures contracts.

WEAT. This ETF offers exposure to wheat futures contracts.

The following ETFs were chosen for comparison agricultural ETFs with traditional
assets ETFs.

SPDR’s SPY to model the large-cap public equities, it tracks the Standard & Poor’s
500 and is the oldest and largest of all ETFs.

SPDR’s MDY that tracks the Standard & Poor’s 400 to model the mid-cap equities,
while being smaller than iShares IJH it has about the same turnover but offers a longer
time series.

iShares IJR to model the small-cap companies, it tracks the Standard & Poor’s 600
index and is much larger and liquid than the corresponding SPDR fund SLY.

iShares IEF to model a balanced portfolio of Treasury bonds, the choice of this
particular government bond fund is motivated by its duration 7,6 years that is
comparable to the duration of other bond funds analyzed in this paper.

iShares LQD to model a balanced portfolio of investment-grade corporate bonds,
it’s one of the oldest bond ETFs and its duration (8,5 years) is approximately the same
as for the IEF fund mentioned above, so we can contrast government and corporate
bonds.

iShares TIP to model inflation-linked bonds, an asset class that should have quite a
distinct characteristic, however its duration (7,6 years) aligned to LQD and IEF.

3.3 Measurement of shock characteristics

The measurement of the characteristics of the shock was carried out, as noted above,
within the framework of 01/16/2020-03/31/2020 based on two indicators. The first
indicator is the depth of the fall (fig. 2). In the context of our work, it can be interpreted
as a “measure of risk in shock conditions”. The second indicator, the percentage of
recovery after a fall, can be interpreted as “profitability in a shock”. The economic
meaning of this parameter can be interpreted in two directions. First, this is a formal
interpretation of the situation to buy assets at a low point and receive income in the
recovery process. The second direction concerns the comparison of the falling
percentage and the recovery percentage.

Two observations are interesting. The first is that ETFs that match stock indices
(especially MDY and IJR) have a deeper fall than most agricultural ETFs. However,
the recovery rate is higher. The second observation is that ETFs of bonds did not have
a great dip and a recovery rate of about 100%, or even more. The first indicates a high
sensitivity of stocks to shock, while bonds are in high demand. Agricultural ETFs are
in the middle.

3.4  The variability approach to risk measurement

Table 1 present the comparative analysis which was realized twofold. One side
characterizes differences in risk measures prior to and post-shock. The other side
characterizes differences of risk measures for alternative and traditional assets. Prior to
the shock agricultural ETFs indicate higher values of range than traditional assets (on
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average close to two times more). After the shock, the widening of the range had
concerned both types of assets, but growth of range for traditional assets was essentially
more. So, post-shock average ranges for traditional and agricultural ETFs
approximately equal. The average growth of ranges in returns was 4% for agricultural
ETFs and 5,8% for traditional assets.
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Fig. 2. Depth of fall via renewal level.
Table 1. Statistical analysis for risk measures. Agricultural ETF.
min max mean std skewness kurtosis
ETF | Before | Post- Bizo_ Post- Biio- Post- | Before | Post- | Before | Post- | Before | Post-
shock | shock shock shock | shock |shock| shock |shock | shock |shock
shock shock
Agricultural ETF

CORN| -0,025 |-0,031]0,031| 0,037 {0,000(-0,001| 0,009 |0,012| 0,650 | 0,142 | 1,942 [0,948
COW | -0,030 [-0,0620,040] 0,065 |0,001| 0,000 | 0,010 [0,021| 0,444 | 0,289 | 1,973 |2,048
DBA | -0,022 [-0,027(0,026| 0,024 |0,001] 0,000 | 0,006 | 0,009 | 0,382 | 0,053 | 2,925 | 0,531
FUD | -0,020 |-0,051|0,017| 0,044 {0,001 | 0,000 | 0,006 | 0,014 | 0,006 |-0,185| 0,691 | 1,729
JJSF | -0,051 {-0,073/0,018] 0,085 |0,000{ 0,001 | 0,010 |[0,032|-1,260 | 0,154 | 4,694 | 0,342
NIB |-0,030 [-0,058[0,0510,065 [0,002] 0,001 | 0,016 |0,020| 0,262 | 0,185 | -0,124 | 0,642
RJA |-0,009 [-0,028]0,021]0,025[0,001| 0,001 | 0,006 |0,009| 0,882 |-0,424| 1,525 | 0,961
UAG | -0,012 [-0,052]0,022] 0,056 |0,001| 0,000 | 0,006 | 0,013 | 0,561 | 0,065 | 0,589 |5,571
CANE| -0,015 |-0,052{0,021| 0,041 [0,001] 0,001 | 0,008 | 0,019 | 0,151 |-0,172|-0,314 | 0,401
SOYB| -0,014 |-0,025[0,031| 0,022 {0,000| 0,000 | 0,007 | 0,008 | 0,826 |-0,069| 3,581 | 0,765
WEAT] -0,020 [-0,031[0,030] 0,044 {0,002]|-0,001| 0,011 {0,014| 0,412 | 0,498 | -0,365 | 0,363
ETF of traditional assets
SPY |-0,018 [-0,046[0,014| 0,067 {0,001] 0,003 | 0,006 | 0,016 | -0,482 | 0,034 | 0,840 |2,870
MDY | -0,019 |-0,060(0,017 0,081 {0,001] 0,003 | 0,007 | 0,023 | -0,188 | 0,127 | 0,581 |1,219
IJR |-0,020 |-0,070{0,025| 0,082 [0,001] 0,003 | 0,008 | 0,027 | 0,282 | 0,092 | 0,500 | 0,367
IEF | -0,009 [-0,006|0,009| 0,009 |0,000| 0,000 | 0,004 | 0,003 |-0,268 [-0,236| -0,113 | 0,707
LQD | -0,009 [-0,017]0,008] 0,047 |0,000| 0,001 | 0,004 | 0,007 | -0,384 [-0,085| -0,013 | 0,244
TIP | -0,006 [-0,009]|0,006]0,015]0,000| 0,001 | 0,003 | 0,003 | -0,086 | 0,434 | -0,263 | 0,198
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The situation with standard deviation (std) is similar by essence. Growth of std was for
both types of assets, but std for traditional assets demonstrated a faster pace. Average
growth of std in returns was 0,68% for agricultural ETFs and 8,1% for traditional assets.

A very interesting difference between agricultural ETFs and traditional assets for
average return before and post-shock. They have equal average returns before shock
but traditional assets post-shock demonstrated triple higher average returns. At the same
time agricultural ETFs shown changing positive returns for negative.

The changing of risk-return correspondence prior to and post-shock is illustrated by
Fig. 3. It is very interesting that post-shock traditional assets form exactly efficient
frontier at the Markowitz sense.
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Fig. 3. ETFs risk-return correspondence.

It is interesting results we can identify by analysis of skewness, which indicates
divergence from symmetry. Negative skewness indicates a long-left tail of the
distribution or the possibility of larger losses than profits. Positive skewness is a
desirable characteristic for risk-averse investors. The motivation of that is based on the
expected utility theory.

From this point of view, agricultural ETFs have demonstrated higher positive
skewness before shock than after. Traditional assets quite the contrary was
demonstrated better skewness post-shock. Kurtosis indicators were growth post-shock
for traditional assets and were multidirectional for agricultural ETFs.

3.5 Risk measurement as losses in a negative situation

This conceptual approach is based on considering measures relating to the
interpretation of “negative situation” for the investor. The most popular in this group is
Value-at-Risk (VaR), which presents a quantile of the probability distribution function.
This quantile corresponding to some level of safety (it maybe 95%, 99%, or 99,9%).
The logic of VaR is based on risk covering. If, for example, VaR orients for 95%, then
5% biggest losses will throw off. VaR will cover maximum losses at the framework of
95% possibilities. Risk measure Conditional Value-at-Risk (CVaR) is based on a
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generalization of VaR. This is the conditional mathematical expectation of losses which

higher than VaR (table 2).

Table 2. Risk measurement of ETFs by VaR and CVaR.

ETFs VaR CVaR
Before shock|P0st—shock Before shock|Post-shock
Agricultural ETFs
CORN| -0,012 -0,020 -0,017 -0,028
COW -0,015 -0,032 -0,020 -0,049
DBA -0,008 -0,014 -0,012 -0,019
FUD -0,009 -0,023 -0,012 -0,033
JISF -0,020 -0,049 -0,026 -0,065
NIB -0,022 -0,031 -0,027 -0,039
RJA -0,006 -0,015 -0,008 -0,022
UAG -0,008 -0,019 -0,010 -0,028
CANE| -0,012 -0,030 -0,014 -0,043
SOYB| -0,009 -0,013 -0,013 -0,018
WEAT| -0,015 -0,022 -0,018 -0,024
ETFs of traditional assets

SPY -0,009 -0,022 -0,013 -0,035
MDY -0,010 -0,033 -0,015 -0,045
JR -0,011 -0,040 -0,016 -0,051
IEF -0,006 -0,004 -0,008 -0,005
LQD -0,006 -0,002 -0,008 -0,011
TIP -0,005 -0,004 -0,006 -0,007

Considering risk measuring for agricultural ETFs we have found that Value-at-Risk and
Conditional Value-at-Risk is higher than similar values for traditional assets but not so
much. This fact true for both periods prior to and post-shock. Fig. 4 demonstrates the
risk-return correspondence between VaR and average returns.
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Fig. 4. ETFs Value-at-Risk.



214

Not less excitingly the comparison of changing risk measures values for an approach
based on losses in negative situations. In contrast to the results for variability risk
measuring here agricultural ETFs indicated higher growth.

It is an interesting conclusion that ratio CVaR/VaR is a good indicator of the
distinction of risk. The ratio CVaR/VaR characterizes correspondence between
“catastrophic” losses and maximal losses at the frameworks of 95% safety level. This
ration became extremely higher for traditional assets than for agricultural ETFs. The
changes of CVaR/VaR for agricultural ETFs are negligible in comparison with
traditional assets. These values for traditional values had grown 1,6 times on average.

3.6 Risk measurement based on sensitivity approach

Risk measurement at the frameworks of sensitivity analysis provides an opportunity to
understand the role of systematic and non-systematic risks. We have chosen for
sensitivity analysis SPY as systematic factors. The logic of this choice lies in
interpreting the S&P 500 as a leading factor in the stock market. And analysis should
provide an answer to the question: How the stock market as a whole affect the return
of ETFs? (table 3)

Table 3. Regression analysis.

SPY beta coefficient Intercept R? p-value
Before shock|Post-shock Before Post-shock Before Post-shock Before Post-shock
shock shock shock
Agricultural ETFs

CORN 0,0214 0,2134 |0,0014| 0,0030 (0,0010| 0,0266 |0,7534| 0.1107
COW 0,0817 0,0728 10,0014 0,0029 (0,0217| 0,0092 [0,1498| 0,3487
DBA 0,0650 0,6853 10,0013 0,0028 [0,0050| 0,1438 [0,4907| 0,0001
FUD 0,0718 0,0045 10,0013 0,0029 (0,0061| 0,0000 [0,4469| 0,9687
JJSF 0,0402 0,3432 |0,0014| 0,0024 (0,0052| 0,4612 [0,4829| 0,0000
*NIB -0,0097 0,2578 10,0014 0,0025 (0,0007| 0,1094 [0,7993| 0,0009
RJA 0,2028 0,6773 10,0012 0,0023 [0,0384| 0,1465 [0,0545| 0,0001
UAG 0,0138 0,3302 |0,0014| 0,0028 [0,0002| 0,0682 [0,8839| 0,0098

CANE| -0,0695 0,2528 |0,0015( 0,0025 (0,0100{ 0,0879 [0,3295| 0,0032
SOYB 0,0632 0,8562 |0,0014| 0,0027 [0,0056| 0,1883 [0,4663| 0,0000

WEAT| 0,0866 0,1820 |0,0013| 0,0031 (0,0270| 0,0247 |0,1075| 0,1242

ETFs of traditional assets

MDY 0,7303 0,6355 10,0005( 0,0007 [0,7545| 0,8264 [0,0000/ 0,0000
1JR 0,5297 0,5050 10,0006 0,0012 (0,5524| 0,7376 |0,0000/ 0,0000
IEF -0,6213 -2,802 10,0013| 0,0029 |0,1538| 0,2170 [0,0001| 0,0000
LQD -0,2184 0,9809 10,0014 0,0019 (0,0176] 0,1990 [0,1951| 0.0000
TIP -0,4011 0,0241 |0,0014| 0,0029 [0,0348| 0,0000 [0,0672| 0,9606

The main result is very low R-squared indicators. The economic consequence of this
is the domination of nonsystematic risks in returns of agro ETFs.
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3.7  Correlation analysis

Correlation analysis was provided as inside the sample of agriculture ETF as between
traditional assets. It is interesting that agriculture ETFs indicate a very low correlation
not only with traditional assets but inside the sample group (table 4). This leads to
consideration of portfolio construction directly through agricultural ETFs and through
all types of ETFs.

Table 4. Correlation analysis

Average correlation
between sample
agriculture ETFs

and sample of ETFs

of traditional assets

Before shock 0,31 0,02 0,30
Post-shock 0,33 0,11 0,35

Average
correlation
between sample
agriculture ETFs

Average
correlation
between sample
traditional asset

We think that so low correlation can be explained by affecting these ETFs real prices
of agricultural products. Not by supply and demand as it appears at the stock market.

4 Conclusion

Risk-return correspondence for different asset classes one of the cornerstones of
modern portfolio management. This correspondence together with interdependency
analysis allows us to form a portfolio structure that is adequate to given goals and
constraints. But “pandemic risk” broke into the investment world and created
uncertainty and turmoil. This is a real “black swan” event in terms of Nassim Nicolas
Taleb. How much risk investments will involve post-shock? What returns can investors
expect? We believe strongly that search answers for these questions will be an actual
topic for active research in the nearest future.

Our paper is concentrated on one of such questions. How agricultural commodities
expressed by agricultural ETFs pass through COVID-induced shock? How to transform
their risk-return correspondence in comparison with traditional assets? The search for
the answer was realized through different approaches to risk measurement. First of all
was highlighted three time periods: specifically shock period, the quiet period before
the shock, and post-shock. It was considered three basic approaches for risk
measurement: variability, losses in negative situations, and sensitivity. Correlation
analysis also was realized.

Conclusions are the following. Traditional assets (stock indices) demonstrated a
higher depth of falling but at the same time higher level of recovery. Indices of bonds
not so much falling and then increased in price higher previous level. Agricultural ETFs
demonstrated an average level of falling and moderate recovery. The general
conclusion lies in increasing risk after shock as for agricultural ETFs as for traditional.
It is interesting that risk changing for the first two approaches provides us a discrepancy
that is presenting in fig. 5. The variability approach indicated that ranges and standard
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deviations of traditional asset returns are increased higher. In the meantime, returns of
agricultural ETFs demonstrated higher increments in VaR and CVaR. Average returns
of agricultural ETFs moved down at the post-shock time but average returns of
traditional assets moved up. So, the reaction for shock is different at the frameworks of
approaches of risk measuring.

7.00%

6.00% 580%
. 0

5.00%
4.009
4.00%

3.00%
2.00% 1.73% 1.49%

0.81% 1.19% 969
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0.12% I l
OAOO(VO . . -0'0% —
VaR

Range Std Mean CVaR

Increments of returns

-1.00%
Fig. 5. Growth/falling of risk measures values in absolute increments of returns.

The results of applying sensitivity risk measuring illustrate increasing beta-values to
returns of SPY, but R-squared is essentially low as before as after crises. These are
confirmed by correlation analysis which shows low correlations. These estimations
confirm facts effective diversification between traditional asset classes and alternatives
which involved agricultural ETFs.

Summarizing results, it is possible to note differences path of shock and post-shock
period for agricultural ETFs and traditional assets.
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Abstract. The article continues the authors' research on solving the problem of
choosing the most attractive investment instrument from a variety of alternatives,
based on a comparative analysis of the dynamics for the respective markets. The
nature of the dynamics affects the predictability level of the investor's income
and is determined by finding out which hypothesis corresponds to the dynamics:
the efficient market hypothesis, the fractal market hypothesis and the coherent
market hypothesis. The methodology of comparative analysis developed by the
authors is based on the use of statistical analysis methods combined with the
methods of complex fractal analysis. It makes it possible to reveal the presence
of deterministic chaos in the dynamics and to obtain estimates of the long-term
memory in time series. The calculated characteristics of the fuzzy set of the
memory depth for time series make it possible to draw conclusions about the
financial instruments preference for the investor. The methodology developed by
the authors is applied to three markets. A comparative analysis of three
instruments (gold, EUR/USD currency pair and Bitcoin cryptocurrency) was
carried out. The dynamics of prices and profitability for financial instruments in
the conditions before the onset of the COVID-19 crisis and during it is
considered.

Keywords: gold market, EUR/USD, Bitcoin, statistical analysis, fractal
analysis, rescaled range analysis, memory depth, COVID-19.

1 Introduction

Nowadays investors are faced with a wealth of information and investment
opportunities. However, the availability of access to global financial markets carries
both additional opportunities for profit and new risks. All this requires the development
of new modern and effective approaches to assess the investment attractiveness of
markets.

The dynamics of investment markets is formed under the influence of many external
and internal factors. To understand and explain the nature of this dynamics, scientists
have developed and put forward several hypotheses. The most famous of them are:
Efficient market hypothesis (EMH) [6; 7], Fractal market hypothesis (FMH) [18] and

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).
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Coherent market hypothesis (CMH) [22]. Often, the premises of one hypothesis run
counter to the premises of another. For example, the efficient market hypothesis states
that prices follow a random walk and the previous price is not related to the subsequent
price. To study the effective market, the use of statistical analysis tools is envisaged.
Conversely, the presence of fractal dynamics involves long-term memory of the time
series and, on the basis of this, the ability to predict the behavior of the system. The
Fractal Market Hypothesis involves the use of nonlinear dynamics methods.

In fact, empirical studies show that the nature of the dynamics for a particular market
cannot fully satisfy either the EMH requirements or the FMH prerequisites for a long
period of time. The characteristics of the dynamics can change over time, which is
suggested, for example, by the Coherent Market Hypothesis. Real markets always
contain both elements of randomnicity and determinism. Therefore, to understand and
evaluate each market, it is important to use all the existing tools of both statistical
analysis and nonlinear dynamics methods.

So, development and improvement of the comparative analysis technique of
investment markets dynamics in the context of existing market hypotheses, assessment
of investment prospects, and developing recommendations on the benefits of investing
for different planning horizons are extremely urgent and important tasks. This problem
is of particular interest in the conditions for the emergence and extension of COVID-
19 crisis.

2 Related work

Each of the aforementioned hypotheses implies appropriate prerequisites for the
dynamics of investment markets and uses special methods of diagnostics and analysis.

Consider each of the hypotheses in more detail.

The basis of EMH is the following preconditions [6; 7]: all the information is equally
accessible and can be immediately taken into account by the market at a fair price,
future prices depend only on the new information, future prices are not related to the
previous ones, the impact of the information is linear, market participants are rational
and homogeneous (they are equally not risk-averse and have the same investment
horizons). Within this hypothesis, linear models, probabilistic calculations and
statistical analysis are used.

Main characteristics of a fractal market are [18]: the main thing in the market is not
a fair price, but liquidity, prices have a memory of previous values, locally the market
is random, but globally — determined, but the dynamics of the market is nonlinear,
investors differ in investment horizons. For diagnostics and analysis, nonlinear models,
fractal mathematics and chaos theory tools are used.

The Coherent market hypothesis combines the two previous hypotheses and
represents a nonlinear statistical model. According to CMH, markets go through four
phases: random walk, unstable transition, chaos, and coherence [22].

All the above mentioned hypotheses have been arisen and developed in studies of
stock markets [6; 7; 18; 22]. However, the local stock markets assessment of the
correspondence to existing hypotheses remains relevant today [1; 2; 3; 8; 9; 17; 16; 23].
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But now the scope of their application has considerably expanded, along with stock
markets, dynamics analysis is actively conducted for the currency markets [4; 5; 11],
deposits [12] and cryptocurrency [13].

Some works are directly related to the use of statistical (for proving the EMH) [1; 2;
3; 4; 9; 17] or fractal (for proving the FHM) [5; 16] analysis tools. Other studies are
devoted to a specific analysis tool, for example, Fourier Unit Root Test [8] or Hurst
exponent [13]. It should be noted that more interesting relevant and modern are the
studies of nonlinear characteristics of dynamics [20; 21].

However, in our opinion, it is important to develop a comprehensive approach to
assessing market dynamics, which allows the use of the best diagnostic tools from both
statistical and fractal methods. Economic time series often do not represent a classical
model of one theory, but combine both stochastic and fractal components. Therefore,
the application of different methods to assess the dynamics reveals the patterns of
development of economic series from different points of view. The basics of an
integrated approach have been outlined in previous works by the authors [14]. This
paper uses the main Investment market comparative analysis technique steps from the
work [14]. However, the comparison criteria were revised and supplemented. Some
criteria have been removed due to their low level of informativeness, some have been
added. A distinction was also made as to which criteria should be applied to the time
series of prices, which to the time series of profitability, and which could be applied to
both types of time series.

This study is especially relevant in connection with the sharp changes in the
dynamics of economic systems that are currently occurring during the crisis COVID-
19.

It determines the importance of a comprehensive analysis of the investment markets
dynamics to highlight their crucial characteristics. These characteristics can be used to
compare and select the most attractive investment instruments.

3 Materials and methods

The paper considers the following investment instruments: precious metals market,
Forex currency market and cryptocurrency market. All of them are both high-tech and
affordable, which means the presence of information technologies and applications for
a wide range of individual investors.

The objects of comparative analysis are time series (TS) the daily values of the prices
and the profitability of the gold, the currency pair EUR/USD and the Bitcoin for the
period from August 2019 to July 2020.

In recent times, humanity has had to face new challenges: the COVID-19 pandemic
has made its adjustments in almost every area of life [10; 19]. Unseen before quarantine
measures and border closures have shattered logistics chains and dealt a significant
blow to the global economy. Unprecedented measures implemented by the
governments of many countries of the world have created a new economic reality, with
new laws and vectors of development, preconditions and influenced the change in the
nature of dynamics in financial markets. In this regard, the hypothesis of a change in
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the nature of the dynamics of financial instruments arose and the need to take these
changes into account when assessing their investment attractiveness. The dynamics of
selected investment markets in the form of time series (TS) for two periods is
considered: before the beginning of the crisis (from 01.08.2019 to 31.01.2020) and from
the conditional beginning of the crisis (from 01.02.2020 to 31.07.2020). This division
is due to objective conditions and allows to test the proposed comparison tools under
different conditions, tto gain new knowledge about the objects of study: how different
markets reacted to changes in external factors, how external factors influenced the
dynamics, what new features and properties acquired market dynamics in a crisis
situation.
The general scheme of methods used in the study is presented in table 1.

Table 1. Investment market comparative analysis technique steps.

Step For TS of the prices I For TS of the profitability
1. Visualization of dynamics
Research on the presence and type of trends | -
2. Statistical analysis
2.1. Basic numerical characteristics estimation:
Coefficient of variation, coefficient of Mean, median, standard deviation,
oscillation skewness, kurtosis
2.2. Normal distribution tests:

e verification for the equality of mean and median;
e  checking for the matching of the skewness;
e checking for the matching of the kurtosis;
e  Kolmogorov-Smirnov Test;
o Shapiro-Wilk test.
2.3. Other statistical tests:
Breusch-Godfrey serial correlation LM-test,

Runs test

3. Complex fractal analysis
3.1. Deterministic chaos diagnosis:
Drifting attractor test, Gilmore’s graphic test,
construction of pseudo-phase space

3.2. Rescaled range analysis (R/S analysis)
if h Hurst exponent *— ¢
H=<0.8, H>0.8
3.2% I—V Construction of delayed (profitability) TS
3.3. Method of sequential R/S-analysis: —

Construction of a fuzzy set of memory depth, calculation of its characteristics:
lm.?, lmax, lcg, Henr L, SH(L)
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In sub-step 2.1 of step 2 basic numerical statistical characteristics estimation selected
characteristics that are appropriate to use to compare the TS of each species. Thus, to
compare the dynamics of prices, the relative coefficients of variation and oscillations
are chosen, and for TS profitability, indicators can be used that are measured in both
absolute and relative values (mean, median, standard deviation, skewness, kurtosis).

In step 2.2 of table 1 the compliance with the normal distribution is checked.
According to EMH, investment instruments prices already take into account past
information, therefore the next price change is influenced only with the new
information [7]. Hence, all occurring on the market changes are not related events. It
follows from the central limit theorem that the distribution of a large number of random
independent variables converges to normal distribution. So, by checking the hypothesis
of normal distribution (step 2.2 of figure 1), the hypothesis of an effective market is
checked.

The normality of the distribution is analyzed with:

— verification for the equality of mean and median;
— checking for the matching of the skewness;

— checking for the matching of the kurtosis;

— Kolmogorov-Smirnov Test;

— Shapiro-Wilk test.

In addition, there are various statistical tests checking the availability of some
characteristics of the weak form of efficient market, such as the independence between
events, the stationarity of a time series, the random nature of price changes or the study
of variances. In the previous authors' works to check the series for random character of
changes was made: constructing regression equations and checking them for statistical
significance; checking for auto-correlation; Durbin-Watson Test, Breusch-Godfrey
serial correlation LM-test, Augmented Dickey-Fuller Unit Root test (ADF test) and
Runs test. In this study, tests were selected that confirmed their effectiveness and
proved to be the most informative and indicative criteria for comparative analysis.

In step 2.3, the following tests were carried out and the following methods were
applied only to the time series of prices: Breusch-Godfrey serial correlation LM-test,
Runs test.

At the first sub-stage of the Complex fractal analysis stage we perform deterministic
chaos diagnosis, namely Drifting attractor test, Gilmore’s graphic test, construction of
pseudo-phase space to the time series of price and profitability.

In step 3.2, the rescaled range analysis (R/S-analysis) is applied and the Hurst
exponent is calculated, it allows to determine the presence of memory (persistence) in
a TS [18]. The Hurst exponent is a measure to determine the nature of the dynamics of
the series: the randomness of events in the series (at H=0.5), the persistence of the series
and the presence of memory (at H approaching 1), or antipersistent (at /4<0.5). The
Hurst exponent is a measure of the trend stability of a series and allows us to determine
whether the nature of the dynamics is stochastic or fractal.

In the case when the value of the Hurst exponent indicates the persistence of the
series (H>0.8), we proceed to step 3.3.
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If the Hurst exponent does not show a sufficient level of persistence (H <0.8), then
proceed to step 3.2".

If the Hurst exponent indicates memory availability, then in step 3.3 we use the
method of sequential R/S-analysis [15].

The determination of the Hurst exponent is based on the application of the method
of the normalized Hurst range and the construction of the R/S trajectory. If TS is
characterized by long-term memory, then a number of starting points of the obtained
R/S trajectory of this TS form a clear linear trend. At some value of k = ko R/S-trajectory
changes its slope quite sharply, that is, at the point (xx0, yio) the trajectory receives a
significant negative gain in absolute terms — there is a break in the trend and there is no
return to the previous trend. It is assumed that at the point ko the effect of long-term
memory dissipates. In this case, the breakdown of the trend demonstrates the loss of
memory of the initial conditions, and also signals (possibly with a lag, i.e. with some
delay) the exhaustion of the cycle or quasi-cycle contained in the initial segment of this
TS. But, as is known [15], the method of normalized Hurst scope (standard R/S-
analysis) provides only the average characteristic of the inertia property (trend
resistance) for TS as a whole and does not take into account the changing nature of the
dynamics of the indicator.

To overcome this shortcoming, a modified method of fractal analysis was developed
[15] the method of sequential R/S analysis (step 3.4). The essence of the method is to
sequentially construct a modified computational scheme of R/S-trajectory for the
family TS, which are a subset of this TS, but consistently differ from the starting point.
The advantage of this method is its ability to take into account the changing nature of
the dynamics, to identify the set of cycles (quasi-cycles) that are characteristic of the
TS under study, as well as to calculate the lower estimate of memory depth (about the
beginning of this TS). The difference in the conditions of application of the method is
the absence of significant restrictions on the length of TS.

The result of applying the method of sequential R/S-analysis is to determine not one
breakpoint from the trend ko, but a set of breakpoints from the trend of the family of
R/S-trajectories, which reflect the memory loss time of the initial conditions (beginning
of the corresponding TS). This allows you to generate a fuzzy set of TS memory depth.
Estimating memory depth for a range reflects the uncertainty generated by external and
internal influences on the economic system.

The fuzzy set of memory depth for the TS as a whole (is denoted by L(7)) has the
form

L= A u(D). 1 € L%, ()

where L(i) is a fuzzy set of memory depth for TS i, / is the value of the sequence number
of the trend change point for TS, and suppL(i)=L° = {/eN, u()>0}.

Based on the analysis of the values of the membership function u(/), we can identify
the so-called characteristic or significant degrees of membership (for example,
1(D>0.3), which can be considered uncharacteristic. Restriction on the degree of
significance (denote it €), ie the condition u(/)> €, can be set by an expert.
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Based on the analysis of the values of the membership function u(/), we can identify
the so-called characteristic or significant degrees of membership (for example,
1(1)>0.3), which can be considered uncharacteristic.

The values of memory depth /, which correspond to the values of the membership
function u(/)>e¢, are called e-valuable [15].

Using the defasification procedure for the selected significant degrees u(/), and, if
necessary, rounding the calculated value to the nearest whole, we calculate the center
of gravity (or gravity) of the set of e-significant values of memory depth by the formula

leg=[ELDOE (D)) 2)

Thus, the obtained predictive information is that the considered TS is characterized by
the property of trend resistance over a period of time /., on average. Depending on the
value of I, the latter statement in the context of pre-forecast analysis means good
preconditions for building a sufficiently reliable forecast of this TS within the forecast
horizon /.

Recommendations for the forecast horizon (denote it 4) can be clarified by using
another characteristic of the fuzzy set L(i) of memory depth for TS as a whole — the
value of memory depth (denote it /., (the most significant), which has the largest the
value of the membership function (/) of the depth / of the fuzzy set L(i):

#4(lns)= max (u(D)). )

Satisfactory prediction accuracy is then provided when the prediction horizon does not
exceed the center of gravity /., and the most common memory depth value — /.

To estimate the property of dynamics uncertainty, the information entropy index of
the fuzzy set of memory depth L(i) (Henr 1) is used with respect to the variety of
behavior variants of a series of dynamics. It is calculated by the formula:

Henr 1= =2 (u(l)-log p(1)). (4)

As discussed above, when analyzing the dynamics, it is advisable to analyze not only
the entire fuzzy set of memory depth L(7), but also its subset of e-significant depths, i.e.
the set L%(7). This somewhat reduces the uncertainty that can be estimated by the value
of information entropy by neglecting the values of depths that are not e-significant, i.e.
the indicator

H o 1=~ X (u() log (D), (1) > . 5)

The redundancy index of the fuzzy memory depth L(7) is also used to characterize TS
as a measure of TS noise. It is calculated by the following formula:

SH(l):l—(]"F entrﬁL\ HentrﬁL)- (6)

On the basis of the given numerical characteristics concerning depth of memory of all
TS as a whole, it is possible to carry out the comparative analysis of dynamics of the
considered TS.
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In step 3.2" for the profitability time series with the Hurst exponent close to 0.5, we
construct the time series of the delayed profitability by the formula:

pS = (V(t+;:-vt) +100%, )
where v(¢) — the price of the investment instrument at a day ¢, s — is a lag value. Then
profitability time series is equal to: P°(i)=(p*(i)), i € {Z, F, B}, where Z — TS of gold;
F — TS of currency pair EUR/USD, B — TS of cryptocurrency Bitcoin.

According to performed calculations, profitability TS may not have memory (Hurst
exponent is close to 0.5), however, with the growth of the time lag, time series of
delayed profitability become persistent.

For each of those time series, we calculated the Hurst exponent, until we determine
the value of s at which the time series acquires memory (persistence).

4 Results

For the comparative analysis, three investment objects have been selected: gold (Z),
currency pair EUR/USD (F), and cryptocurrency Bitcoin (B).

The steps and methods described in the previous section were applied to daily prices
time series of the gold, the currency pair and the Bitcoin for the period from August
2019 to July 2020. For the comparative analysis of dynamics and studying of the
market’s reaction character to the changes which have occurred in the markets, time
series are divided into two periods: before the beginning of the COVID-19 pandemic
(from 01.08.2019 to 01.02.2020) and during its spread (from 01.02.2020 to
01.08.2020).

4.1  Application of the comparative analysis methodology to the time
series of the prices for the investment instruments

Step 1. Graphical representations of price dynamics are shown in the fig. 1. The figure
shows the identified trends in the form of linear trends for each TS. The presence of a
significant linear trend was detected only for the time series of gold prices during the
pandemic (R?=0.75). The coefficient of determination greater than 0.5 had Bitcoin
before the crisis with a downward linear trend. The linear trend before the crisis for
gold and EUR was insignificantly growing, for bitcoin — markedly downward. But with
the crisis onset, the direction of price movements became increasing for all three
instruments. This is partly due to the significant dollar emission, which occurs as a
reaction of the Federal Reserve System to the crisis in the US economy. However, the
numerical characteristics of trends are not comparable and cannot serve as indicators
for their comparison.

Step 2. At this stage the statistical analysis of time series is performing. Given that
the prices of selected investment instruments have different units of measurement, we
use relative statistics such as coefficients of variation and oscillations for comparison
(table 2).
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Fig. 1. Price dynamics for the period from August 2019 to July 2020: a) gold (Z); b) currency
pair EUR/USD (F); c) Bitcoin (B).

Table 2. Statistical characteristics of investment instruments prices.

TS

Statistical characteristics All Before Durin:

P(Z) | P(V)|P(B) | P(Z) |P(V) | P(B) |P(Z) |P(V) | P(B)
Variation coefficient  |0.074]0.017]0.152|0.022|0.006/0.146{0.055[0.023[0.158

Oscillations coefficient [0.325]0.104[0.816]0.105/0.028]0.612|0.283[0.104]0.740

Analysis of table 2 shows that the dynamics of each of the three instruments changes
significantly with the crisis onset. This confirms the assumption that time series have
changed the nature of the dynamics and it is necessary to consider two series of data
for each instrument: before the coronavirus pandemic start and during its spread. The
largest changes in the dynamics are observed in the market of the currency pair
EUR/USD: after a relative calm, quarantine measures were reflected in increased
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volatility and rapid changes in the direction of price movements. The coefficients of
variation and oscillations have increased several times.

Against the background of a noticeable upward trend, the time series of gold prices
during the crisis also significantly increased volatility. The smallest increase in these
coefficients occurred in the Bitcoin market. However, it should be noted that Bitcoin
before the crisis showed strong volatility in contrast to, for example, the TS of currency
pair EUR/USD (the coefficient of variation for the currency in the pre-crisis and post-
crisis period was 0.006 and 0.023, respectively, compared to 0.146 and 0.158 for
cryptocurrency).

The Breusch-Godfrey test (on the correlation between the price values of 1-10 order)
is conducted to establish the relationship between the events in the time series. The test
results are presented in the table 3.

Table 3. The Breusch-Godfrey test results for TS of prices.

Gold EUR/USD Bitcoin
Before| - - Order 7 (p-value = 0.049)
Order 8 (P-value=0.03) |Order 1 (P-value=0.047)
During| ~ |Order 9 (P-value=0.03) |Order 2 (P-value=0.04)
Order 10 (P-value=0.04)|Order 4 (P-value=0.049)

According to table 3, we can say that for TS gold in the two studied periods and
EUR/USD in the pre-crisis period, the null hypothesis of no autocorrelation was
confirmed. For TS EUR/USD during the pandemic period and for Bitcoin in the two
studied periods at a significance level of 0.05, a correlation of certain orders is possible.

Step 3. We turn to the study of the financial instruments dynamics and its comparison
by methods of nonlinear dynamics. The table 4 shows the calculated values of the Hurst
exponent (H), which determine the level of persistence for the time series of the
investment instrument prices and for time series of mixed price values.

Table 4. The value of Hurst exponent () for TS of prices.

TS
Hurst exponent All Before Durin
P(Z) |P(V) | P(B) |P(Z) |P(V) | P(B) | P(Z) | P(V) | P(B)
H 0.889/0.865[0.917]0.902{0.894]|0.925|0.917]0.876/0.938
H mixed 0.538/0.612]0.564]0.601]0.541]0.532|0.623|0.544]0.603

For all series, the Hurst exponent is in the range [8.6; 9.4], from which we can
conclude that all series have a memory of previous values. But table 4 shows that the
nature of the dynamics during the crisis period is changing. It should be noted that for
all financial instruments, the Hurst exponent for the separate (pre-crisis or pandemic)
period is higher than the Hurst exponent for the entire (united) period.

The Hurst exponent acquires the highest values for Bitcoin time series in contrast to
the lowest H values for series of the currency pair EUR/USD. This means that the
dynamics of Bitcoin is described by the laws of nonlinear dynamics, and the influence
of randomness on the price formation is small. Recall that # = 1 means a completely
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deterministic series. Analysis of table 4 leads to the conclusion that all TSs are
persistent and have memory. Therefore, we pass to execution of step 3.3 — application
of a method of the sequential R/S-analysis.
Let’s construct a fuzzy set of memory depth and consider its characteristics.
The fig. 2 shows the fuzzy sets L(i) of memory depth for each TS i € {Z, F, B}).
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Fig. 2. The fuzzy set of memory depths L(i) for the TS of: a) gold (2) before; b) gold (Z) during;
¢) EUR/USD (F) before; d) EUR/USD (F) during; e) Bitcoin (B) before; f) Bitcoin (B) during.

We calculate and compare the characteristics of the depth of memory inherent in the
time series of investment instruments, calculated on the basis of their fuzzy sets. The
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main numerical characteristics of the fuzzy set of memory depth are given in the table
S.

Table 5. The main numerical characteristics of the fuzzy set of memory depth for TS of prices.

TS
Characteristic Gold (2) EUR/USD (F) | Bitcoin (B)
before| during |before| during |before| during

Imax 38 104 67 108 104 50
Ims 11 5 12 4 8.9 6.8
leg 125 | 223 1206 | 209 | 224 13.7

Henr L 106 | 159 | 186 | 174 | 182 13.5
Significance € = 0.3

Imax 15 15 22 22 14 19
Ims 11 11 12 4 8.9 6.8
leg 9.7 9.2 11.5 12.7 9.1 10.5
Henr 1 52 5.7 8.1 7.0 3.9 7.9
SH(L) 0.5 0.6 0.6 0.6 0.8 0.4

Consider the characteristics of a fuzzy set of memory depths in the pre-crisis period.
From the point of view of reducing uncertainty, the best value of the maximum memory
depth /..« has gold (the choice from the set is limited by the memory depth 38), this
value is relatively good for gold also at e-significance 0.3. The relatively small value of
the center of gravity for the time series of gold, on the one hand, limits the possible
forecast horizon, and on the other hand is a consequence of low variability. For the set
L4(7), the gravity center of gold becomes comparable to that of Bitcoin. The noise level
for TS of the gold is the lowest. Despite the fact that the entropy index for the set L%(7)
is better in TS Bitcoin, we believe that the most stable and predictable in the pre-crisis
period is TS of gold.

Given the notable reduction of the fuzzy set at the level of significance ¢ = 0.3 and
the low entropy of Bitcoin with insignificant differences in other indicators, we
consider the Bitcoin series to be more stable and attractive for investment than currency.

The introduction of quarantine measures had a negative effect on the most significant
memory depth Ims: it fell in all series except the gold L%Z2)
(Ims(before) = [, (during) = 11). For gold and EUR, the variability and uncertainty of
the set L(7) increased significantly (/... from 38 before the crisis to 104 after for gold,
Imax from 67 before the crisis to 108 during for EUR). Conversely, for Bitcoin these
indicators have improved (from 104 to 50). Given the best indicators /ey, Ins and Henr 1
of the set L%(i) for TS of gold, we believe that even after the crisis, this financial
instrument remains the most attractive.
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4.2  Application of the comparative analysis methodology to the time
series of profitability for the investment instruments

Another important section for studying the market dynamics is the time series of
profitability for financial instruments. Profitability is a crucial indicator for every
investor. In addition, time series of profitability are indispensable in comparative
analysis, as they are not absolute but relative values of the price. Calculate the TS of
profitability by this formula for each time series of the price.

P() = pe(D),

e O—v-1)(®)

- * 100%,
V(e-1)(D)

pe(D) =

where vi(7) — the price of the investment instrument at a day ¢, i € {Z, F, B}.
Graphic representation of the obtained series of profitability is shown in the fig. 3.
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Fig. 3. Dynamics of profitability time series for a) gold; b) EUR/USD; ¢) Bitcoin.
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The mean values of profitability time series are close to zero, the series differ
significantly from each other in terms of variation (standard deviation and range). Since
time series of profitability are similar in appearance to a series of random variables, we
check them for the normal distribution law according to the five criteria defined in
Section 3. The results of the calculation are shown in the table 6.

Table 6. The results of checking the series on the normal distribution law.

TS

Criteria Before During

Pz | PV | PB) | PZ) | P(V) | P(B)
1. Verification for. the equality of the " . " N N "
meanand the median
2. Checking of the skewness + + — + + —
3. Checking of the kurtosis + + - — — -
4. Kolmogorov-Smirnov test + + — + + —
5. Shapiro-Wilk test p=0.026] + — - |p=0.037] -
Mean 0.00072{0.00002|-0.00025{0.00173|0.00047{0.00225
Standard deviation 0.00784[0.00275|0.03158 [0.01505]0.00563[0.04638
Range 0.04608[0.01536| 0.28352 [0.10396]0.03496[0.52353

+ a null hypothesis that a normal distribution not disproved;
— the null hypothesis of a normal distribution disproved.

The time series of profitability of gold and the currency pair EUR / USD before the
crisis had the features of randomly distributed values according to all five criteria. After
the beginning of the crisis there was an increase kurtosis, Shapiro-Wilk test also showed
negative results (for the currency at a significance level of a = 0.01). Bitcoin
profitability did not meet the requirements of normally distributed values before or after
quarantine measures (except for the mean and median).

The calculation of the Hurst exponent also shows the lack of memory and the random
nature of changes in the profitability of the series (H values are in the range [0.57;
0.66]). In this connection, a family of profitability time series with a certain lag was
constructed and investigated [18].

The time series of the “delayed” profitability are constructed by the formula (7).

The character of the dynamics of profitability varies depending on the magnitude of
the time lag and, as it grows, the time series acquire the properties of persistence (the
property of memory). The Hurst exponents for the profitability time series depending
on the value of lag is presented in the table 7.

A visual representation of the change in the value of the Hurst exponent for each of
the financial instruments is presented in the fig. 4.

The persistence of the united time series of profitability (including data both before
the crisis and during quarantine measures) is usually less than the persistence of the
divided series. This indicates the different nature of the dynamics of the series before
and after the introduction of quarantine measures. Delayed time series of gold
profitability in the pre-crisis period acquire persistence faster than the corresponding
TS after the introduction of quarantine measures (fig. 4a)). For time series of
profitability EUR and Bitcoin the opposite is true (fig. 4b and 4c).
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Table 7. The Hurst exponents for the profitability time series depending on the value of lag.

TS |Period|lag 1 |lag 5 |lag 10|lag 15|lag 20
before|0.615/0.771(0.874 |0.910 [0.915
P(Z)|after |0.612|0.740(0.812 |0.822 [0.818
all 0.612(0.741[0.837 |0.872 [0.888
before|0.623]0.759(0.840 [0.822 [0.836
P(F)|after |0.657/0.767/0.815 |0.839 [0.853
all 0.611]0.719/0.789 |10.800 [0.817
before|0.573]0.776(0.819 |0.831 [0.84

P(B)|after [0.618]|0.816/0.872 |0.904 |0.912
all 0.578]0.760/0.808 |0.825 [0.837
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Fig. 4. Hurst exponent depending on the value of lag for: a) P(Z); b) P(F); c) P(B).

A visual representation of the change in the value of the Hurst exponent for two periods
is presented in the fig. 5.

In the pre-crisis period, the leaderin the speed of gaining persistence of profitability
with increasing lag was gold, after the crisis - Bitcoin.

For the received persistent time series, we carry out their system characteristics in
their structure of deterministic chaos.

The fig. 6 shows the fuzzy set L(i), i € {Z, F, B} of memory depth for time series of
profitability that have memory. We assume that time series have memory, with the
Hurst exponent greater than 0.8 (H>0.8).
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The main numerical characteristics of the fuzzy set of memory depth are given in the
table 8.

Table 8. The main numerical characteristics of the fuzzy set of memory depth for TS of

profitability.
TS
Characteristic Gold EUR/USD Bitcoin
before|during|before|during|before|/during
Imax 54 86 63 71 81 46
Is 11 6.7 5 515 | 7.8 5
leg 17.5 | 182 | 203 | 22.0 | 19.9 | 14.2

Henrr L 16.0 | 146 | 169 | 21.7 | 194 | 13.5
Significance ¢ = 0.3

Inax 17 | 20 | 8 8 | 47 | 2

s 11 | 67| 5 |515] 78] 5

leg 9.1 | 104 | 55 | 19.0 [ 153 | 12.7
Henr 1 48 | 58 | 21 | 102 ] 97 | 85
SH(L) 07 | 06 | 09| 05 ] 05| 04

Due to the decrease in the most significant memory depth (/xs) for the profitability
of gold and bitcoin during the crisis, we can say about the emergence of a smaller fractal
structure of the time series. For the Euro, this figure has not changed (/»s = 5), but
another significant depth of memory /., = 15 appeared. This is of course a positive
signal, but it is offset by a significant increase in the range of the fuzzy set (/na increased
from 8 in the pre-crisis period to 45 in the post-crisis period). The best entropy
indicators have time series of gold (SH(L) = 4.8 and 5.8 in the pre-crisis and crisis
periods, respectively).

5 Conclusion

Comparative analysis technique proposed in the paper integrates the tools and various
diagnostic tests to determine the crucial characteristics of each studied market. The
presented technique of comparative analysis has been tested on three investment
markets: the precious metals market (for example, the gold market), Forex currency
market (EUR/USD currency pair) and the cryptocurrency market (Bitcoin). The
dynamics of these investment markets is considered in two periods: from 01.08.2019
to 31.01.2020 — pre-crisis period and from 01.02.2020 to 31.07.2020 — crisis period.
The division into periods is due to significant changes in the environment in
consequence of the COVID-19 pandemic and the introduction of quarantine measures.
This allowed not only to compare the dynamics of the three instruments, but also to
assess the reaction of markets to the crisis of the economic system.

Time series of the currency pair EUR/USD have the lowest volatility. In the pre-
crisis period, the price fluctuated within a narrow range of values. The profitability of
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EUR in this period corresponded to the characteristics of the normal distribution law
for a random variable. Crisis phenomena in the economy intensified the amplitude of
fluctuations and outlined a general upward trend against the background of significant,
but short failure. The kurtosis of profitability increased rapidly, and TS of profitability
ceased to meet the characteristics of the normal distribution, also and there were heavy
“tails” of the distribution. But the features of fractality for this series have remained
lower than the corresponding features of gold and bitcoin. And if in the pre-crisis period
the most significant depth of memory Ims for the price was at a relatively high level
(but the entropy index was much worse than the corresponding rate of gold and bitcoin),
then during the crisis Ims decreased several times. Given the above, we consider the
financial instrument EUR/USD to be the least attractive for investment due to the
significant share of stochasticity in the dynamics of the instrument. Fractals and,
accordingly, memory depth indicators have a small structure for forecasting the daily
price data by fractal nonlinear dynamics methods. When working in this market, we
recommend using fundamental analysis, follow the news and decisions of the European
Central Bank.

Bitcoin is the instrument with the highest volatility, which on the one hand makes it
possible to earn additional income, and on the other hand, increases the risks of the
investor. In the pre-crisis period, preference was given to short positions, then in the
post-crisis period the direction of the trend changed to upward. Statistical analysis
showed that the time series of price and profitability of Bitcoin does not fall under the
law of normal distribution, the nature of the dynamics is different from random, and the
Broisch-Godfrey test could not confirm the absence of first-fourth order
autocorrelation. A comprehensive fractal analysis of Bitcoin time series also shows a
pronounced fractal dynamics. However, the evaluation of the characteristics of fuzzy
memory depth showed that the fractal dynamics of Bitcoin has, firstly, high variability
and, secondly, low values of the most significant memory depth Ims (fractal structure
is manifested in small patterns). Variability can be described as a measure of
uncertainty, if we imagine a fractal structure in the form of a tree, where each branch is
a new fractal, the fractal tree Bitcoin has a smaller structure compared to gold with
many branches and increasing entropy during the crisis.

The main statistical and fractal indicators of gold dynamics occupy an intermediate
position between currency and cryptocurrency: the level of stochasticity is lower than
in EUR/USD, but the signs of fractality are slightly less than the corresponding signs
of Bitcoin. The volatility of the series is also halfway between low-amplitude
EUR/USD and high-amplitude cryptocurrency. However, a detailed study of the
memory depth set showed that the price of gold has the highest lms (both in the pre-
crisis period and during the crisis is 11 days) with low entropy. This makes it possible
to use fractal characteristics when predicting the dynamics of gold. Therefore, we
consider this tool the most predictable and attractive for investment.

In general, the crisis in the economy significantly affected the dynamics of all three
financial instruments, changes occurred in the increase in the amplitude of fluctuations
and, to a greater or lesser extent, the emergence of a general upward trend and
increasing signs of fractality. However, the analysis of fuzzy memory depth revealed
that increasing fractality does not always improve the level of predictability, given the
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simultaneous increase in the amplitude of changes in the series. The obtained indices
of the characteristics of the fuzzy set make it possible to establish a reasonable forecast
horizon of the forecast model.

Thus, the results of comparative analysis technique allowed developing practical

recommendations to an investor: to compare the markets by their degree of
predictability and to determine the mapamerpu nporao3soi moaedni for each market. The
results will also be used in the further development of forecast models for selected
investment instruments.
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Abstract. The article considers the issues of assessing the level of financial
security of the bank. An analysis of existing approaches to solving this problem.
A scientific and methodological approach based on the application of
comprehensive assessment technology is proposed. The computational algorithm
is presented in the form of a four-stage procedure, which contains the
identification of the initial data set, their normalization, calculation of the partial
composite indexes, and a comprehensive index of financial security. Results have
interpretation. Determining the levels of financial security and the limits of the
relevant integrated indicator is based on the analysis of the configuration of
objects in the two-scale space of partial composite indexes, which is based on the
division of the set of initial indicators by content characteristics. The results of
the grouping generally coincided with the results of the banks ranking according
to the rating assessment of their stability, presented in official statistics. The
article presents the practical implementation of the proposed computational
procedure. To automate calculations and the possibility of scenario modeling, an
electronic form of a spreadsheet was created with the help of form controls. The
obtained results allowed us to identify the number of levels of financial security
and their boundaries.

Keywords: financial security, bank, composite index, information technology,
convolution, scale of financial security levels.

Introduction

Problem description

The financial sector has a leading role in the modern economy, providing financial
intermediation between the various actors in the financial market and creating the basic
preconditions for social reproduction. A sound and efficient financial sector encourage
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productive investment, thus supporting innovation and economic growth. Bank credit
is also used to finance the needs of households, in particular, to balance the structure of
consumption and further investment for future self-sufficiency, sustainability, and
development.

The high level of financial security of the banking system determines not only the
efficiency of its functioning and economic stability of society but also the financial
strength and national security of the state as a whole.

Great Financial Crisis of 2007-09, which accompanied by the emergence of the
crisis conditions in the banking system in many countries of the world, challenged the
reliability of the entire financial system, caused a real bank bankruptcy. The current
trends in the development of bank activity in the countries of the world testify to the
intensification of processes that provoke general global instability. The profound,
structural nature of these changes shows that the transformation of the world banking
system, as well as national banking ones, is an inevitable process with indeterminate
consequences. According to the official statistics of the National Bank of Ukraine, the
number of banking institutions of domestic owners in Ukraine has halved for the period
from 2014 to 2018 [28], which testifies to the ineffectiveness of management work and
the inability to withstand financial threats.

The Covid-19 pandemic has become a new challenge for the world economy in
general and all its subsystems, including banking one [35]. As has been noted in paper
[3], the size, scope, and influence of the Covid-19 crisis are comparable to those of the
Great Financial Crisis of 2007-09. As a consequence, long-term rating forecasts have
been revised to negative for many banks, especially those with low profitability.

Therefore, currently, the main task of banks is to play their role in stabilizing the
economic situation as soon as possible. To do this, they must, above all, have sufficient
financial resources to immediately provide companies with the necessary financial
support and ensure their survival.

Report of the National Bank of Ukraine on Financial Stability, dated June 2020 [27],
states, that the Ukrainian banking sector entered the crisis caused by the pandemic in
good shape and with a sufficient margin of safety. Due to the clean-up of the banking
sector, the introduction of internationally recognized capital and liquidity requirements,
regular stress testing, and other measures to improve the reliability of the sector, the
new crisis has not led to disruptions in the banking system. The capital adequacy of
banks significantly exceeded the minimum level. Banks can now use its surplus to
absorb credit losses and for further lending. Financial institutions have become highly
efficient and profitable, so in the end, they generate capital themselves.

The funding structure is also favorable — more than 90% of liabilities are raised in
the domestic market. The banking sector today does not depend on the situation on
international capital markets. The liquidity of financial institutions is high both in
hryvnia and in foreign currencies. At the same time, due to the growth compared to the
previous year, allocations to reserves significantly reduced the profitability of the
banking sector. There are also losses from the decline in the quality of the loan portfolio,
but estimates of their volume can be made only at the end of the year. The report also
notes that the current crisis could lead to a breach of the fixed or regulatory capital
adequacy ratios of nine banks, which account for 30% of the sector’s assets, of which
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25% are two state-owned banks. In two financial institutions, the capital may become
negative. These are all institutions that have shown negative results of stress testing in
the past but have not taken sufficient measures to address the accumulated issues.

We agree with the statement of the study [7] that the key challenge over the coming
period is to keep credit flowing amidst deteriorating credit quality and rising defaults.
Critical to supporting this activity are banks’ continued ability to raise funds and
willingness to provide credit, which in turn would depend on market perceptions of
their and their borrowers’ solvency.

Under such conditions, the urgent task of the future banking system is to ensure its
stability, which is the dominant condition for its steady development and ensuring the
stable functioning of the national economy.

Financial security, as a functional part of the bank’s economic security, provides an
appropriate level of stability of its financial state, which ensures the safety of priority
financial interests associated with the implementation of the adopted development
strategy and the meet the target competitive positions in the conditions of external and
internal threats. Therefore, the banking system faces the challenge of achieving the
financial stability of each bank and guaranteeing the financial security of the entire
system. The high dynamism of social development in the conditions of the growing
openness of the national economy and its integration into the world economy increases
the threats and influence of destabilizing factors of the internal and external
environment, deepening the financial markets competition prevent the process of
realization of strategic directions of banks development in terms of profitability and
minimization of risks. This determines the urgency of solving the problem of ensuring
the financial security of banks, which will enable them to carry out preventive actions
and minimize the negative effects of the crisis in the national banking system.

At present, there are no common approaches among scholars to the definition of the
nature and characteristics of the financial security of banks, as well as to the procedures
and mechanisms for its quantitative assessment and identification of security level. We
agree with the views of scholars [26], according to which the financial security of the
bank is considered as it state is characterized by the protection of its financial interests,
sufficient volume of resources, the presence of stable growth dynamics of main
indicators in the current and prospective periods, which is achieved by using a sound
financial strategy, flexibility in the adoption of financial decisions, timely response to
the external and internal dangers and threats. Ensuring the financial security of banks
should be aimed at neutralizing the structural imbalances in their development and the
negative impact of destabilizing internal and external disturbances. The state and level
of bank security may have some variability in time, but if the fluctuation of such
fluctuations is insignificant, its development is not subject to significant changes.
Effective managing the bank’s activities necessitate the use of modern tools for
identification of bank financial security level and analyzing its dynamics. This allows
as objective as possible to describe the current state of security and promptly signal
about threats to the bank’s financial security depending on the purpose, objectives, and
interests of all stakeholders.
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1.2 Literature review

The analysis and assessment of the financial security system have long been the subject
of research by researchers. Traditionally, these issues were considered within the
framework of diagnosing crisis phenomena and assessing the bankruptcy probability.
However, recently they have been distinguished in a separate field and it can be stated
that the number of scholar’s publications and practical developments in this area is
increasing. The key issue that arises in assessing financial security is to establish its
criterion like a benchmark that can be quantitatively measured by a certain set of initial
indicators of the bank’s activity. It allows us to conclude about the state or level of bank
financial security. As these criteria we may use performance indicators, indicators of
the financial condition, including financial viability, minimizing risks, maximizing the
cost of equity capital, etc. Additionally, issues of identifying a set of defining indicators
that characterize the financial security state are also studied.

An important condition for ensuring the bank’s financial security is its financial
stability. It is a system category that reflects the prospects for its development. It can
be interpreted differently but is always based on indicators that reflect the qualitative
and quantitative state of the bank’s capital base, the level of liquidity, the quality of
assets and liabilities, profitability, and quality of bank management. Financial stability
acts both as a prerequisite and as a result of ensuring the financial security of the bank.
The issue of assessing financial stability on the example of banks around the world
using a variety of tools, in particular, correlation and regression analysis,
comprehensive assessment technology, financial analysis, are presented in [2; §; 12;
14; 29; 40].

The stability of a bank is largely ensured by indicators of liquidity and profitability.
They are key components for ensuring the continuity of banking activities, characterize
the bank’s capacity, especially in times of crisis. On the one hand, they are components
of a system of indicators that are used to assess both the banks’ financial stability and
financial security. On the other hand, many scholars attach special importance to them,
considering them both as determinants and as result indicators in the procedures for
evaluating the performance of the banking sector. Appropriate approaches are
presented in studies [6; 18; 22; 23; 30; 34; 39; 43]. Note that many authors of the
presented works paid attention to the evaluation by using the comprehensive
assessment technology to design indicators of the bank’s financial stability.

Consider the characteristics of the main approaches that focus on assessing the
banks’ financial security as a separate characteristic of the bank’s operation.

At the national level, the methodology presented by the Ministry of Economic
Development and Trade of Ukraine [24] is used. It provides a series of indicators of the
state of banking security in Ukraine: overdue loan arrears in the total volume of loans
of Ukrainian banks; the ratio of bank loans and deposits in foreign currency; the share
of foreign capital in the total amount of bank’s capital; the ratio of long-term loans and
others. An approach based on the use of normative values as the main criteria for
assessing financial security is quite common, in particular, in the papers [13; 19; 31;
41]. In our opinion, the disadvantage of this approach is that it does not allow us to
establish the level of financial security, but only to state the degree of its provision for
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individual components. Also, the normative values of bank’s effectiveness indicators
are designed for some idealized banks and can’t objectively reflect the state of real
bank’s financial security.

The mentioned disadvantages are eliminated in the methods, which use the tools of
economics and mathematical modeling to assess the level and state of financial security.
In particular, O. A. Sergienko with co-authors [9; 36; 37; 38] considers a set of models
that allow to analyze the state and trends of financial market development, to evaluate
and analyze the structural elements of bank financial security, to investigate the degree
of influence local indicators to the overall financial security level. The result is
scenarios for ensuring bank financial security. In our opinion, the given models require
rather considerable volumes of the initial data, and the results are based on complicated
calculations, which is limited to their practical application. Also, it must be taken into
account that ratings are ordinal by their origins, and allow them to use very limited
mathematical tools for their correct processing.

Scoring models for assessing the financial security level are given in the papers [32;
44; 46]. The advantages of such models are the simplicity of calculations and the clarity
of results interpretation. However, the provision of scores for each characteristic always
has some subjectivity, which makes the final evaluation results less reliable. Also, it is
indirectly necessary to justify forming an expert group, to carry out agreeing expert
views, etc. Among the methods of financial security modeling, of particular note is an
approach based on comprehensive assessment technology [1; 4; 15; 16; 17; 20; 21; 25;
45]. Assessment methods presented in these papers differ in the set of indicators, the
rules for calculating the final result, and the choice of weight coefficients of the
composite index components. An important problem in assessing the financial security
level is the choice and justification of the scale, which allows you to identify this level.
These issues are highlighted in [16; 20; 25; 36]. However, it should be noted that the
author’s proposals don’t always sufficiently substantiate the number of financial
security levels and the boundaries of these.

In the presented researches, procedures of an estimation of financial security differ
on the quantity of the initial indicators selected for calculations, ways of data
normalization, and their integration into a final indicator of financial security. Although
in most cases the technical side of the calculations usually does not require much effort,
it should be noted that current issues related to the use of information technology,
including specialized software in solving problems of assessing the level of financial
security in the scientific literature are covered not enough. The use of such technologies
will determine the impact of individual partial indicators on the final result, structuring
of the studied objects by the values of the integrated indicator, simplify the recalculation
of the result when changing the number of partial indicators, grouping, rules of their
normalization, method of convolution into the final result, choice of weight values for
initial indicators, etc.

The purpose of this article is to improve the methodology for assessing the level of
financial security with the construction and justification of the appropriate scale of
levels and their boundaries, as well as a description of the possible use of information
technology to automate calculations in this field.
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2 Research methodology

2.1  Description of an approach to assess the level of financial security

The basis of the proposed approach is the technology of comprehensive index
assessment. The main idea underlying the approach, that is presented in paper [16], is
that for determining the classification of the object under study, they are pictured in
some multidimensional space of partial composite indexes, calculated by the subset of
the aggregate of initial indicators and reflect a certain characteristic of the bank’s
activities. The number of such composite indexes is determined based on features of
the set of initial bank indicators. The constructed structure of the studied objects is
aimed at identifying their grouping by the distinguishing characteristics. To quantify
the financial security level, a comprehensive index is used, designed by the totality of
initial indicators. The number of financial security levels and their boundaries are
determined based on the objects’ classification obtained.

The calculating procedure for the proposed approach consists of the following steps.
At the first stage, a set of initial indicators is shaped, which will be used to assess the
financial security level. To simplify calculations, it is recommended to select indicators
that can be obtained from the open-access banks’ financial statements or that can be
obtained based on such information. Also, shaping a training sample for the calculations
is carried out in this step. The initial collection is divided into groups of indicators
according to certain rules, in particular, based on their content characteristics. The
number of groups is determined by the objectives of the study and the characteristics
of the indicators.

The second stage carries out the grouping of initial indicators for the essential
characteristics. Next, the procedures for data normalization and establishment of
weighting factors within each group are executed. Each group can have its own rules
for normalization based on the origins and essence of the indicators selected. Typically,
this procedure is based on the selected sample taking into account the maximal and
minimal values for each indicator.

In this stage, the procedure of data normalization is carried out normalizing with the
transformation of their values into an interval from 0 to 1. For each indicator can be
selected its own rules of normalization, based on the nature of the selected indicators.
Usually, the rationing is carried out according to the formed sample taking into account
the largest and smallest values for each indicator (scaling of their values):

i

)
Xjmax~Xjmin

_ Jrij—x
ui]‘ =1- (1)
where u; are normalized values of indicators, x; — initial values of indicators,
Xjmin = miin Xijs Xjmax = MAX Xij =1, ..., m, j=1, ..., n, m — number of objects

observed (banks), n — number of initial indicators.

Values x; are identified by the formula:

2)
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J Xjmin, When ; is a disincentive
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This approach has the disadvantage that changing the sample can lead to a change in
its largest and smallest values, and, as a consequence, a change in the sample of
normalized values, which can affect the final result.

There are also other approaches to the normalization of indicators by scaling them,
in particular, presented in [10]. Provided that there are normative or recommended
values that can be used as the best (optimal), the normalization procedure has such
form:

a) when x;; is incentive:

O,XU < 0,
Xij *
_J2E o0o<x;<x':
w; = x;'o—xu—xm A3)
1,xl'j > x;;
b) when x;; is disincentive:
O,XU < 0;
— X_; Xii > x*- 4
Ujj = iy YU =N “4)

1,0<xij<x]-;

where x; is regulatory (normative) or recommended value selected as an optimal one.

This way of normalization does not depend on the sample but has the disadvantage

that not all indicators have such optimal values x; .

Some approaches perform nonlinear normalization of data based on functional
dependencies, that are presented, in particular, in [11; 42]. However, they are also
focused on the use of optimal values of indicators, which reduces their practical
application. Another procedure performed at this stage is to determine the weight of
indicators both within each group and for groups. Usually, the weights are either chosen
equal or set based on substantive considerations, expert evaluation. Also, quite common
is the use of methods of multidimensional statistics, in particular, factor analysis.

In the third stage, the calculation of partial composite indexes for each group and the
identification of the grouping of the studied set of objects in the space of new scales.
As integration procedure there is usually used additive (formula (5)), multiplicative
(formulas (6) and (7)) convolutions or convolutions by the method of distances
(formula (8)):

Qa = Xl wiuy; (5)
Q1 = Ty, (©6)
Quz = —1+ T (A +u;), (7)

0p=1- Jz;-; w, (1= )’ ®)
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where Qu, Omi, Owm, Op, are the values of the composite index for additive,
multiplicative (formulas (6) and (7)) convolutions or convolutions by the method of
distances appropriately, i=1, ..., m; w; — weighted coefficients of indicators, j=1, ..., n.
In this case, weighted coefficients should meet the condition:

At the fourth stage, the calculation of the comprehensive indicator of financial security
is carried out for the whole set of initial indicators. One of the convolutions (5) — (8) is
also used for this purpose. After that, taking into account the typology obtained at the
previous stage, the number of levels of financial security is determined and their
quantitative limits are calculated.

The given procedure contains certain universalism and admits adaptation under the
application of specific situations. In particular, this concerns the formation of a training
sample, the choice of the initial set of banks indicators, their distribution by essential
characteristics, the choice of convolution and weighting coefficients to calculate partial
composite indexes and a comprehensive index, the definition of the number of financial
security levels and their boundaries. In our view, some of these issues are not
significant, such as the choice of grouping form for the initial set of indicators or the
convolution form to design both composite and convolution indexes. Solving other
issues should be in line with the results obtained by other methods, in particular the
identifying financial security level for a selected sample of banks.

We can also use traditional methods of multidimensional statistical analysis, such as
factor or component analysis, clustering technology to group banks. However, for the
first specified group of methods, there may be difficulties in meaningful interpretation
of the latent characteristics obtained. To group objects using cluster analysis
technology, there are problems with the interpretation of clusters. We recommend using
these methods to reconcile the results obtained by the proposed procedure.

2.2 Using information technology for providing calculations

Consider the possibility of automating calculations by means of spreadsheets. In order
to create a user-friendly interface to manage initial data and calculation algorithm, it is
advisable to use form controls like Spin Buttons, Scroll Bars, Check Boxes. Option
Button, List Box, Combo Box.

In particular, to manage the inclusion of the indicator into the calculations, we can
use the form control Check Box. To select the individual components of the calculation
algorithm, in particular, the method of data normalization, the method of convolution
of partial indicators, it is advisable to use form controls like List Box or Combo Box.
In this case, it is necessary to provide for the formation of appropriate lists of elements
in any cells of the spreadsheet to their inclusion into the body of List Box or Combo
Box. Management of separate values (for example, weights) it is expedient to carry out
with using Spin Buttons.

Managing by data and formulas for their processing can be performed using scenario
managing tools like what-If analysis. It allows you to create, store, and substitute



247

different sets of values for the output, as well as automatically generate reports on the
results of calculations. Such tools are useful in modeling procedures for assessing the
level of financial security to change the rules of data processing including their
normalization, convolution, etc. and determine the most practical result.

3 Results and discussions

Let us consider the practical use of the approach proposed. To rich this aim, we select
a set of initial indicators and shape a training data sample. The information source is
the official data of the National Bank of Ukraine [28].

So, for analysis we were selected the following set of indicators: X; — index of assets
coverage by equity; X> — index of assets coverage by authorized capital; X5 — the share
of current deposits in the bank’s deposit base, %; X4 — the share of retail deposits of in
the bank’s liabilities, %; X5 — ratio of loans and deposits; Xs — loan reserve ratio; X7 —
the ratio of assets coverage to liquid assets; Xz — coefficient of coverage of attracted
resources by liquid assets; Xo — the ratio of liabilities coverage to liquid assets; X0 —
ROA, %; X11 — ROE, %; X1, — net interest margin, X;3 — the ratio of interest expenses
to interest income.

The indicators X; — X reflect the effectiveness of shaping the competitive capacity
of banks, the rest of the indicators X7 — Xj3 — the effectiveness of banks’ operational and
financial activities.

The selection of two groups of indicators, in this case, has the advantage that the
results of grouping can be reflected graphically in a form that is convenient for
perception, and therefore subject to a clear and understandable interpretation.

The analysis of the scientific publications showed that for some of the indicators we
can determine the optimal (normative or recommended) values. In particular, the author
of [5] recommends the following values, presented in table 1.

Table 1. Optimal (recommended value) for indicators.

Indicator Optimal (recommended value)
X1 — index of assets coverage by equity 10%

X5 — ratio of loans and deposits 70%

X7 — the ratio of assets coverage to liquid assets 30%

Xi0— ROA 4%

X1 —ROE 20%

X12 —net interest margin 45%

X13 —ratio of interest expenses to interest income 80%

The training sample was made by such Ukraine’s banks, that are presented in the
table 2. For calculations, we choose the data period from 2017 to 2019. The values of
the relevant partial indicators, selected for calculations and distributed by groups, are
presented in tables 3-8.

To provide calculations, we create an electronic form using form controls. it
contains, in addition to the initial data, form controls Check Boxes to include indicators
in the calculations. The Combo Boxes are used to distribute the initial partial indicators
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between groups; choosing the method of specifying weights for partial indicators and
groups (equal or user-defined); the type of baseline indicators (incentive or
disincentive), as well as the method of data normalization.

Table 2. Sample of banks.

Code Name of Bank

C 1 Public Joint-Stock Company “Commercial Bank Privatbank” (PJSC CB
Privatbank);

Cc2 Public Joint-Stock Company “State Savings Bank of Ukraine” (PJSC
Oshcadbank);

C3 Joint Stock Company “The State Export-Import Bank of Ukraine” (JSC
Ukreximbank);

C 4 Public Joint-Stock Company “Joint Stock Bank “Ukrgazbank”;

CS5 Joint-Stock Company “Raiffeisen Bank Aval”;

C6 Joint-Stock Company “First Ukrainian International Bank” (FUIB);

Cc7 Joint-Stock Company “Alfa-Bank Ukraine”;

C 8 Joint-Stock Company “Ukrsibbank”;

Cc9 Public Joint Stock Company “Joint-Stock Commercial Industrial Investment

Bank” (PJSC Prominvestbank);

C 10 Public Joint-Stock Company ‘Commercial Bank ‘Financial Initiative’
C_11 Joint-Stock Company “Megabank”

C 12 Joint-Stock Company ‘Credit Agricole Bank’

C 13 Joint Stock Company OTP Bank’

C 14 Joint Stock Company ‘Procredit Bank’

C 15 Joint Stock Company ‘Tascombank’

C 16 Joint Stock Company ‘Universal Bank’

C 17 Joint Stock Company ‘ING Bank Ukraine’

C_18 Joint-Stock Company ‘Accent-Bank’ (JSC ‘A-Bank’)
C 19 Joint-Stock Company ‘Idea Bank’

C 20 Pravex Bank’ Joint-Stock Company

C 21 Public Joint-Stock Company ‘Joint Stock Commercial Bank Industrialbank’
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Table 3. The first group of indicators’ data for 2017.

Indicators’ values

Code X1 X X3 Xa Xs Xs
C1 9.9 79.5 374 72.0 18.3 610.4
Cc2 13.5 18.7 344 42.7 50.2 82.7
C3 8.5 22.6 63.3 16.0 76.3 79.7
C 4 8.1 19.2 52.0 26.3 554 322
C5 15.1 8.5 79.6 354 72.3 18.9
C6 10.5 7.1 51.8 37.5 69.1 31.8
Cc7 8.0 24.6 35.6 51.8 68.2 30.0
C38 12.0 10.9 92.4 32.0 62.1 29.1
Cc9 30.6 253.4 44.2 29.7 141.3 256.0
C 10 -29.3 21.1 52.7 8.1 537.4 124.9
C 11 11.7 6.8 24.6 40.6 99.4 8.4

C 12 10.5 4.0 62.3 23.0 77.6 12.3
C 13 11.8 20.7 84.6 38.2 68.9 35.0
C 14 11.9 6.5 55.1 323 104.9 43

C 15 6.7 4.4 17.3 46.6 94.2 7.6

C 16 14.9 49.8 23.1 39.1 76.2 27.3
C 17 37.6 7.3 34.5 0.3 138.4 8.4

C 18 15.3 7.2 16.3 89.0 90.8 28.7
C 19 11.8 8.3 18.7 70.4 87.9 29.2
C 20 19.8 18.5 83.5 323 19.3 5.0

C 21 29.6 14.0 34.6 59.0 80.1 17.3

Table 4. The second group of indicators’ data for 2017.

Indicators’ values

Code X7 X3 Xo Xio X1 Xi2 Xi3

C1 7.6 9.4 8.4 9.6 -120.0 2.8 79.8
Cc2 5.2 7.8 6.1 0.3 2.4 3.0 72.1
C3 4.0 7.6 4.4 0.6 9.4 2.3 72.7
C 4 3.5 3.8 3.8 1.0 11.7 4.2 66.0
C5 12.9 17.3 15.2 7.0 42.6 11.9 17.9
C6 5.8 7.1 6.4 1.7 17.6 7.4 41.6
c7 2.5 2.9 2.7 1.5 18.0 7.5 49.2
C38 10.0 12.9 11.3 32 30.3 10.9 12.8
Cc9 2.6 5.6 3.7 -28.1 -135.5 4.5 52.4
C 10 0.9 54 0.7 -11.3 -12.4 12.7 38.1
Cc 11 5.0 6.9 5.7 0.8 8.0 2.1 80.1
C 12 6.8 8.5 7.6 3.6 38.7 9.6 28.8
C 13 7.3 8.6 8.3 34 30.2 8.2 358
C 14 53 7.2 6.0 34 29.8 7.4 48.1
C 15 3.9 4.5 4.1 1.4 19.3 8.9 52.1
C 16 5.5 6.6 6.5 1.8 11.6 7.3 37.2
C 17 0.9 1.5 1.5 1.5 5.3 7.4 25.8
C 18 33 4.0 3.9 7.7 553 20.7 37.9
C 19 6.0 7.2 6.8 4.0 39.3 26.5 349
C 20 7.4 9.9 9.3 23 -10.2 53 38.9
C 21 7.1 10.4 10.1 0.2 0.5 8.1 38.7
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Table 5. The first group of indicators’ data for 2018.

Indicators’ values

Code Xi X2 X3 X Xs Xo
C 1 11.2 73.1 457 70.8 23.1 464.9
c2 8.4 22.7 32.6 47.5 44.6 94.2
C3 53 23.9 52.1 17.1 90.7 89.4
C 4 7.0 16.2 43.9 27.5 69.3 18.5
Cc>5 14.7 7.8 75.0 347 81.8 8.9
C6 12.7 6.6 55.1 39.8 67.7 343
c77 8.3 20.2 41.3 58.0 62.0 28.1
C8 12.8 9.6 86.5 33.1 64.4 13.7
C9 20.0 368.8 449 28.6 146.7 415.7
C 10 -123.6 38.1 53.6 8.4 269.9 297.2
C 11 10.1 6.3 25.7 43.8 95.0 9.2
C 12 12.8 3.7 66.8 23.5 81.8 10.5
C 13 16.0 18.8 84.2 40.8 83.0 259
C 14 14.2 52 53.5 30.8 136.4 3.0
C_ 15 12.1 6.5 17.5 51.0 94.0 7.7
C_ 16 10.5 37.0 32.8 57.6 71.7 40.8
C_17 373 6.7 50.5 0.0 153.6 8.2
C 18 20.8 6.5 16.5 78.0 98.9 13.8
C 19 17.1 7.1 18.5 71.4 102.3 45.0
C 20 44.5 21.8 80.6 51.5 51.7 4.6
C 21 25.1 17.0 56.5 43.2 60.2 16.6
Table 6. The second group of indicators’ data for 2018

Cod Indicators’ values

ode X7 Xz Xo Xio X X2 X3
C.1 7.9 9.9 8.9 43 40.9 7.5 45.5
C2 4.9 6.7 5.3 0.1 0.5 2.7 71.8
C3 2.6 5.1 2.7 0.6 8.3 1.5 81.4
C 4 44 52 4.7 1.0 13.5 4.6 61.8
CS5 12.7 17.1 14.9 6.7 45.2 12.3 20.5
C6 5.4 6.5 6.2 4.2 36.3 9.6 373
C7 3.5 4.0 3.8 23 28.1 7.8 45.0
C 8 9.9 12.8 11.3 5.4 432 9.4 154
C9 4.0 8.1 5.0 -20.0 -76.1 12.2 243
C_10 2.0 6.9 0.9 -50.2 96.8 0.7 -27.1
C_ 11 5.7 7.5 6.3 0.4 3.5 2.5 77.3
C 12 6.5 8.0 7.4 4.6 39.2 8.0 37.8
C 13 7.1 8.8 8.4 6.3 45.0 10.4 29.7
C 14 2.8 4.7 32 3.5 26.5 59 51.9
C 15 53 6.5 6.1 2.7 27.8 7.7 51.0
C 16 4.8 5.9 5.4 1.2 10.0 7.6 45.5
C_ 17 1.5 2.5 2.5 4.9 13.0 9.9 29.2
C_18 3.6 4.9 4.6 13.1 72.0 29.2 26.1
C_ 19 39 5.1 4.7 8.6 58.9 36.1 23.1
C 20 14.5 27.7 26.2 -2.8 -9.0 10.7 20.5
C 21 7.1 9.7 9.5 0.4 1.6 7.5 36.5
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Table 7. The first group of indicators’ data for 2019.

Indicators’ values

Code X1 X X3 Xa Xs Xs
C1 13.5 73.4 49.7 73.1 26.1 419.3
Cc2 8.3 22.7 37.2 50.2 40.1 94.0
C3 5.3 25.5 49.8 18.2 81.4 95.7
C 4 7.2 15.9 42.9 29.7 58.2 20.3
C5 12.9 7.6 73.9 36.2 76.6 7.1
C6 15.2 6.6 56.7 43.0 72.2 32.9
Cc7 9.5 19.4 40.5 60.3 58.9 28.8
C38 10.9 9.7 89.1 36.5 51.6 15.1
Cc9 33.0 475.4 69.2 14.9 201.0 584.1
C 10 -168.3 52.0 50.5 9.4 291.4 296.3
C 11 10.4 6.8 19.4 46.5 101.9 11.7
C 12 11.1 32 63.2 21.3 80.2 8.6
C 13 17.8 16.8 84.1 41.7 84.6 214
C 14 154 6.6 53.7 324 134.1 3.4
C 15 12.6 6.4 22.5 52.2 94.4 8.2
C 16 9.4 25.8 342 65.0 68.9 28.2
C 17 36.9 6.8 52.8 0.0 99.5 11.4
C 18 15.7 6.1 14.2 80.9 95.3 27.5
C 19 14.4 6.0 20.5 71.6 96.6 52.2
C 20 41.1 20.3 78.1 52.2 31.8 1.7
C 21 28.2 18.9 50.0 46.8 67.2 16.7

Table 8. The second group of indicators’ data for 2019.

Indicators’ values

Code X7 X3 Xo Xio X1 Xi2 Xi3

C1 8.3 10.6 9.5 8.4 69.9 8.7 41.2
Cc2 8.0 10.2 8.7 0.1 1.0 3.5 70.4
C3 49 8.8 5.1 0.7 13.7 1.5 83.9
C 4 6.8 7.7 7.3 1.0 14.3 4.3 68.8
C5 12.2 15.6 14.0 6.1 47.7 12.0 26.5
C6 6.8 8.4 8.1 4.5 34.6 10.5 31.8
C7 5.7 6.6 6.3 32 353 8.4 50.2
C38 8.3 10.4 9.3 5.9 52.7 10.5 19.0
Cc9 3.5 10.7 53 -16.2 -48.7 12.8 29.7
C 10 0.4 1.0 0.1 -23.3 -20.4 -8.8 89.7
Cc 11 3.6 5.0 4.0 0.5 5.1 2.5 83.6
C 12 6.2 7.4 7.0 4.3 38.7 7.7 41.6
C 13 7.8 10.1 9.5 6.9 42.2 11.8 29.5
C 14 4.2 7.0 5.0 33 23.9 5.9 53.7
C 15 54 6.6 6.2 2.1 20.7 8.6 50.3
C 16 5.8 6.9 6.4 34 30.2 9.6 47.2
C 17 3.6 5.9 5.7 6.4 17.2 10.8 31.9
C 18 4.5 5.6 54 13.0 79.0 30.0 31.0
C 19 49 6.2 5.8 7.2 48.9 375 23.8
C 20 11.3 20.7 19.2 -3.0 -7.1 11.6 26.5
C 21 6.0 8.7 8.3 0.5 1.8 8.7 40.2




252

Note, that for some indicators, we have provided the recommended values as optimal
for them. To select the values of weights (in case they are set by the user) we use Spin
Buttons. A fragment of the electronic form for data for 2019 is shown in figure 1. In
this case, we included all indicators in the calculations but took into account different
ways of their normalization.

B c D 3 E g H ] J K L M N 0 P

1 | Calculation for 2019

2 |Inital data Code X1 x X X3

3 1 135 14 497 412
4 c2 83 w7 372 704
5 c3 53 255 1938 830
6 Cc4 72 159 429 68,8
7 cs 129 6 139 25
3 X 152 66 567 318
9 Cc_7 9.5 194 405 502
10 cs 10,0 07 80,1 190
1 co 330 4754 692 207
12 C10 1683 520 505 597
13 ci 68 194 83.6
14 c12 32 63,2 416
15 Cc13 16.8 84.1 205
16 c 14 66 537 537
17 cis 64 05 503
18 C_16 25.8 342 472
19 Cc17 6.8 5238 319
20 cis 61 142 310
21 19 60 205 233
22 C_20 203 78.1 26.5
23 co1

24 | Include index for calculation

25 | Select a group
26 | Set weitght cosffitients for first group

27 |Set weitght coeffiients for second grot eaual ¥ |

28 Change weitght coefftients by user Hre o Hr o Hr o He H0 H0 o H o He Hy o Hr o Hr o H A

29 | Weitght coeffitients' vaiues 047 017 017 047 017 | 017 014 o014 014 | 014 014 014 | 014
30 | regulatory values (if any) 10,0 70,0 30,0 40 200 45,0 30,0
31 Ko of nx [ircers = [rcen = et | mcers = | e [ e [ et [ mcent = [ [ e [ cems [ |
2y (oo [y, = | [og s =] o sca < | o st <] o eg =] e s = [ oy e = [y el [ e [ o g < g Loy s = [or e <]
34 | Set weitght coeffitients for groups | by user ¥ group #1  group #2

35 |Change weitght coeffitients by user = 6 37

36 | Weitght coeffitients' values 046 054

27

Fig. 1. The electronic form for calculation.

Let us conduct the calculation by to data normalization formulas like (1), (3), and (4)
depending on the availability of the recommended values of indicators and their type.
The weights for all partial indicators within the group are set the same, and for groups
— in proportion to the number of indicators in the group (wg=6/13, wg=7/13).
Convolution of partial indicators for each group is carried out according to formula (5).
The results of the calculation of partial indicators /;, I>, and the financial security
comprehensive index Icom, also calculated by the formula (5), are shown in table 9.

The graphical configuration of banks in the space of partial indicators is presented
in figures 2, 3, 4.

Analyzing the consolidated results of the calculations we can observe the following
trends.

Regarding the composite index /;, according to the data of 2017, its highest values
were achieved by two banking institutions: PJSC Prominvestbank (C_9) and PJSC CB
Privatbank (C 1), their index’s values are 0.69 and 0.61, respectively, the remaining
banks were characterized by indicators that in the vast majority were within 0.40-0.60.
In 2018, the highest levels of indicators of the effectiveness of the formation of
competitive potential also showed C 1 and C 9, but C_9 managed to maximize the
indicator /; to 0.78 against the nearest value of 0.64. Regarding the dominant trend, we
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can observe an overall improvement in the indicators among the surveyed banks,
although the range of values of the indicator has not changed. In 2019, there is a further
increase in the values of this indicator with an increase in the bottom for most banks to
0.49. Thus, based on the results of calculations, it can be concluded that the efficiency
of the formation of the competitive potential of banks, in general, has tended to increase.

Table 9. Values of partial indicators /1, I2, and the financial security comprehensive index Icom.

Code 2017 2018 2019

I b Icom I yé3 lcom I b Icom
C1 0.61 0.33 0.46 0.64 0.58 0.61 0.60 0.66 0.63
C2 0.44 0.31 0.37 0.43 0.23 0.32 0.42 0.36 0.39
C3 0.47 0.34 0.40 0.42 0.26 0.33 0.41 0.41 041
C 4 0.41 0.34 0.37 0.42 0.35 0.38 0.39 0.46 043
C5 0.54 0.83 0.70 0.55 0.70 0.63 0.54 0.76 0.66
C6 0.49 0.49 0.49 0.52 0.54 0.53 0.53 0.63 0.58
C7 0.46 0.40 043 0.49 0.44 0.46 0.49 0.57 0.53
C38 0.55 0.71 0.64 0.56 0.63 0.60 0.54 0.66 0.61
C9 0.69 0.24 0.44 0.78 0.26 0.50 0.82 0.34 0.56
C 10 0.31 0.24 0.27 0.39 0.32 0.35 0.37 0.13 0.24
C 11 0.43 0.35 0.39 0.45 0.28 0.36 0.44 0.30 0.37
C 12 0.48 0.62 0.56 0.51 0.56 0.53 0.49 0.61 0.55
C 13 0.57 0.62 0.60 0.60 0.58 0.59 0.59 0.67 0.63
C 14 0.48 0.57 0.53 0.49 0.47 0.48 0.49 0.55 0.52
C 15 0.37 0.45 0.41 0.45 0.49 0.47 0.46 0.53 0.50
C 16 0.46 0.45 0.45 0.52 0.35 0.43 0.51 0.58 0.55
C 17 0.38 0.28 0.32 0.42 0.43 0.43 0.42 0.56 0.50
C 18 0.51 0.61 0.56 0.51 0.60 0.55 0.51 0.64 0.58
C 19 0.48 0.71 0.60 0.51 0.63 0.57 0.51 0.68 0.60
C 20 0.43 0.36 0.39 0.56 0.54 0.55 0.50 0.55 0.52
C 21 0.49 0.40 0.44 0.51 0.32 0.41 0.51 0.37 0.44

Summarizing the results of the calculation for indicator />, which characterizes the
efficiency of the operational and financial activities of banks, we can conclude that they
differ in the range of values of the main group of banking institutions, and extremal
values. In particular, when most of the values obtained in 2017 are in the range of 0.31-
0.62, we observe a value of 0.83 for JSC Raiffeisen Bank Aval (C_5) and 0.71 for JSC
Ukrsibbank (C_8) and JSC Idea Bank (C_19), while the minimum level was recorded
at 0.24 for PJSC Prominvestbank (C 9) and PJSC Commercial Bank ‘Financial
Initiative’ (C_10). According to the data of 2018, there are no stable trends to change
indicators, and the changes themselves are multifaceted. Thus, the value of indicator 12
for C_5 decreased to 0.70, and for JSC Pravex Bank (C_20) its value increased to 0.54.
Compared to 2019, the analytical generalization of the obtained results indicates an
overall improvement in the situation and an increase in the levels of /> for the sample
banks, as a result of which the range for the predominant group of banking institutions
shifted to 0.43-0.74. However, a sharp deterioration of the situation is observed for
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C 10, as a result of which the level of /; was minimal among the whole set of values
obtained and amounted to only 0.13.
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Fig. 2. Imaging banks for data of 2017.
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Fig. 3. Imaging banks for data of 2018.

Due to the influence of these partial indicators on the formation of the level of bank’s
financial security comprehensive index (Icou), we note, that in 2017 the minimum level
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of the indicator was recorded for PISC Commercial Bank “Financial Initiative” (C_10)
and was 0.27, with a predominant overall range of 0.37 -0.56. According to the results
of processing the performance of banks in 2018, we can conclude that the minimum
value of the indicator increased to 0.32, and the lower limit of the main data set also
increased and amounted to 0.41. As for 2019, we can note a slight improvement in most
banks. An increase in the negative trend of changes in the overall level of financial
security is observed only for C 10, which during 2017-2019 had the lowest values of
the generalized Icop indicator during the study period for this sample of banks.
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Fig. 4. Imaging banks for data of 2019.

As aresult, we can state that in the realities of the existing domestic financial space, the
studied stable banks show a satisfactory and sufficient level of financial security
(according to the developed level’s gradation). When forming the financial security
comprehensive index, the composite index », which characterizes the liquidity and
profitability of banks, has a more significant positive effect, while the basic components
of financial security, in terms of capitalization and funding (composite index /;) mostly
need improvement.

In general, only systematic work to improve competitiveness, by providing a strong
resource base and a balanced formation of assets and liabilities, and sound financial
management of strategic, tactical, and operational levels will ensure the overall
efficiency of operational and financial activities of the bank in a dynamic environment,
with existing and potential threats to the financial security of the banking institution in
the short and long term.
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Analysis of graphs (fig. 2-4) shows that in general for all banks there is a fairly dense
grouping of them in the space of partial composite indexes. But PJSC Prominvestbank
is located as a separate object, first of all, due to high values on the scale /. It is one of
the first banks in Ukraine, founded in 1992, it is one of the twenty banks of Ukraine in
volumes of assets. However, accumulated losses affecting the level of indicators of the
effectiveness of the bank’s operational and financial activities are the signal of the
deterioration of financial security with the established basis of competitive capacity due
to the factors of capitalization, funding, and asset quality. The bank’s ineffective
management policy related to the ownership of its bank capital is a destabilizing factor
in the bank’s activities on the market.

At the same time, relatively low values on the scale of indicator [, are compensated
by high values on the scale of indicator /;, which allows us to position this bank quite
high on the result indicator Zcop.

Comparison of the results of the ranking of banks on the /cou scale. with the rating
of their stability, presented according to the results of their comprehensive assessment
on the Minfin portal [33] in general showed a coincidence of results, which indicates
in favor of the proposed assessment methodology.

The next step is to determine the levels of financial security based on the values of
the obtained generalized integrated indicator. Analyzing the presented in the table 9
values and graph imaging of banks in the space of partial composite indexes indicators,
we can conclude that it is appropriate in this case to allocate three levels: sufficient,

satisfactory, and low.
According to the results obtained in [16], to identify the boundaries of intervals for
each financial security level we use the formula:

li= (01 + Bi)/2, (10)

where /; is a right bound for i-th interval, i=1..k—1, k — number of intervals; o —
minimal value of comprehensive index, which corresponds to (i+1)-th financial security
level; B; — maximal value of comprehensive index, which corresponds to i-th financial
security level. Paper [16] proposed the following boundaries for levels:

— for sufficient level: Icoy >0,51;
— for satisfactory level: 0,36<Icor <0,51;
— for low level: Icop <0,36.

Note that the first interval, which corresponds to a sufficient level, has very wide
boundaries. But in this case, using the results of calculations in table 9 and the results
of grouping banks according to the levels of financial security, given above, we propose
to change the low boundary for the first financial security level, leaving the ranges for
other levels unchanged. Therefore, in this case, the intervals have a form:

— for sufficient level: Icon >0,57;
— for satisfactory level: 0,36<Iconm <0,51;
— for low level: Icou <0,36.
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We used the iterative procedure, given in [10], to clarify the values of the boundaries
of the corresponding intervals. The results of the calculations show that for these
samples there was no change in the values of the limits of the intervals of financial
security levels. Therefore, the obtained generalized indicator of financial security and
the corresponding scale can be used to identify the level of financial security of other
banks.

4 Conclusions

An important condition for the efficient use of financial resources is the ability of the
banking system to respond on time to changes in the environment and to resist external
and internal threats. Therefore, it is important to assess the level of a bank’s financial
security, which will timely identify problem situations and develop adequate
management decisions to neutralize them. The article proposes further development of
the application of the technology of complex integrated assessment to determine the
levels of financial security of banks. The evaluation is carried out using the procedure
of the block-convolution of partial indicators. The presented evaluation tools are aimed
at maximal taken into account the real state of financial institutions, are accessible and
intuitive to use and provide for the data processing that has a clear quantitative
dimension, are freely available on the websites of specialized institutions, or can be
easily calculated from such data. The positioning of banks in the space of partial
composite indexes was carried out, which allowed justifying the number of levels of
financial security and their limits. The results of the calculations showed that in the
realities of the existing domestic financial space the studied banks are stably
functioning and show a satisfactory and sufficient level of financial security (according
to the developed gradation of levels). To automate the calculations and provide the
ability to model different evaluation scenarios, it is proposed to use an electronic form
created in a spreadsheet using form controls. A comparison of the results of assessing
the level of financial security of banks with the rating of their financial stability,
presented by the Ministry of Finance, generally showed a coincidence of results. The
subject of further research is the improvement of the procedure for assessing the level
of bank’s financial security, aimed at taking into account non-metric indicators, in
particular, expert assessments; establishing and substantiating the importance of the
components of the integrated indicator of financial security; improving the scale for
assessing the level of financial security by identifying and justifying its high level.
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Abstract. Current research has led to a rejection of the hypothesis of a normal
distribution of financial assets returns. Under these conditions, portfolio variance
cannot serve as a good risk measure. In this paper analyzed the daily returns of
the most common cryptocurrencies: Bitcoin, Ethereum, XRP, USDT, Bitcoin
Cash, Litecoin. It is shown that the asset returns are not normally distributed, but
with good precision follow the Cauchy distribution and Laplace distribution. The
analytical expressions for risk measure were obtained using the distribution
function and the VaR technique. However, the risk assessment of the return
obtained on the basis of the Cauchy distribution is twice as high as the risk
assessment obtained on the basis of the Laplace distribution. Therefore, the
question arises: what distribution law to use to measurement the cryptocurrency
risk? The paper shows that the Laplace distribution is the most adequate basis for
measuring of cryptocurrencies risk.

Keywords: cryptocurrency, expected return, return distribution, risk measure,
portfolio of assets.

1 Introduction

The first complete cryptographic currency appeared in 2008 thanks to the efforts of
Satoshi Nakamoto. It was named Bitcoin. New varieties of digital currency appear each
year due to the information technology active development and the globalization
processes spread. The main advantages of cryptography are that the user controls them
without any regulatory rules in the transaction. Third party costs on a transaction can
be greatly reduced. This has been the main reason for the rapid development of the
market for virtual currencies (crypto-currency) over the past 10 years. More than 2000
varieties of digital money have appeared on the market since the birth of Bitcoin for 5
years. Bitcoin (BTC) remains the most widespread cryptocurrency: there is the largest
market capitalization among other digital currencies (about $220 billion) [23]. The first
positions of the market capitalization rating as of July 2020 are the following
cryptocurrencies: ETH (Ethereum) — about $45 billion, XRP (Ripple) — about $12
billion, USDT (Tether) — about $10 billion, LTC (Litecoin) and BCH (Bitcoin Cash) —
$4-5 billion each.

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).
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But investments in cryptocurrency can be quite risky as their price is very volatile
[5; 12; 18; 19; 20]. Thus, during the period from July 2018 to July 2019 there were
significant changes in the exchange rate. Initially, the cost of one Bitcoin was $6,600
(July 2018). There was a significant dropping in mid-December 2018 in the price — to
$3.,200. Then there was a sharp increasing at the end of June 2019 — to $13,000. The
price of Bitcoin Cash fluctuated from $869 per unit (July 2018) to $77 per unit (mid-
December 2018) to $400 per unit in June 2019. The price of the unit XRP demonstrated
a sharp jump from $0.26 to $0.58 during three weeks in September 2018. Then it began
to fall with slight fluctuations. The course of the ordinary currency (dollars, euros, etc.)
strongly depends on inflation, politic factors and other economic conditions. Thus, its
calculations can be performed fairly accurately, taking into account the influence
factors changing. Instead, fluctuations in the price of cryptocurrency are very difficult
to forecast. Therefore, making the correct decisions in investing and trading
cryptocurrency in order to get the most return is a rather difficult task. The interaction
between supply and demand, the attractiveness for investors, macroeconomic
conditions and financial events are important factors in the formation of the
cryptocurrency price [10]. In addition, investors rely vastly on speculation and rumors
that also affect the cryptocurrency price change.

2 Literature review

Diversification is an important risk reduction tool. Creating a portfolio of financial
assets is one of its instruments. In this paper, the formation of cryptocurrency
investment portfolio based on the Markowitz model is investigated [17]. By changing
the proportion of certain assets in a portfolio, it can be managed to maximize return or
to minimize risk. The Markowitz model relies on the hypothesis of a normal distribution
of returns. This hypothesis significantly simplifies the problem of choosing a portfolio
for investing, since it allows you to compare alternative portfolios by just two criteria:
standard deviation and mathematical expectation. However, numerous theoretical
researches in the field of finance [2; 13; 15; 16; 21; 24] and the events in the financial
market at the end of 2008 — early 2009 are doubted the hypothesis of a normal
distribution of return.

It has been shown that the distribution of financial assets contains so-called “heavy
tails”. It indicates a high likelihood of realization of very large and very small return
values. The task of this work is investigating the distribution of the return of virtual
currencies and using it to minimize the risk of working with portfolios of
cryptocurrencies. The results of the study [11] are shown that the inclusion in the
investment portfolio of several cryptocurrencies brings to investors the advantages of
diversification for short term investments.

Building a portfolio solely on the basis of cryptocurrencies [8] shows that a
cryptocurrencies set increases investment opportunities with a low level risk. In contrast
to our research, this work does not take into account the possible deviation of the
distribution of the cryptocurrency return from the normal one. In the work [1]
researchers apply a portfolio diversification strategy that is based on several models of
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portfolio formation. So, on the basis of the modern portfolio theory, an optimal risk
portfolio has been established and the effect of cryptocurrency on the usual investment
portfolio of assets has been investigated. The results, obtained in [6], show that the
expected return on the cryptocurrency portfolio is greater than the return of separate
cryptocurrency. The risk assessment was carried out according to the quantile method,
but unlike our research, the distribution of assets return does not determine.

The authors of [4] emphasize the importance of modeling nonlinearity and taking
into account the behavior of tail distribution in analyzing the causal relationships
between Bitcoin revenues and trading volume. For analysis the Bitcoin behavior in the
study [7] taking into account heavy tails of return distribution, quantile regression is
used. This made it possible to determine that Bitcoin does act as a hedge against market
uncertainty. Yet, the quantile method is applied only to Bitcoin analysis without
specifying the asset return distribution [4; 7]. The authors of the article [9] analyzed
some statistical properties of the largest cryptocurrencies, in particular their distribution
law. In the study accentuated that the return is clearly non-normal. Several types of
distribution have been identified, which are subject to certain cryptocurrencies. These
are the generalized hyperbolic distribution (Bitcoin and Litecoin), and the normal
inverse Gaussian distribution, the generalized ¢ distribution, and the Laplace
distribution for smaller cryptocurrencies. The article [22] showed that the profitability
of Bitcoin after risk adjustment, depending on the specific measure of risk, can be
compared with the profitability of shares based on Sharpe and Sortino ratios using. In
the paper [3] another approach is offered. It considers the decision-making process
related to technological innovation is considered in the conditions of uncertainty and
risk arising from incomplete information about the explored system. The proposed
model allows describing the dynamics of multi-stage control of the technological
innovation process, depending on investment resources receipt.

3 Methods

Thus, as shown by the analysis of literary sources, in present-day conditions, not only
currencies and valuable metals are used for investment, but also cryptocurrency assets
are added to the portfolio. Our analysis was done on the basis of historical data on prices
of 6 cryptocurrency (Bitcoin, Bitcoin Cash, Litecoin, XRP, Ethereum, Tether) for the
period from January 1, 2018 to June 30, 2020. This data are freely available from the
www.coinmarketcap.com site — CoinMarketCap Analytical Services contains historical
and actual data about cryptocurrency. The data set is divided into 6 parts, each of which
refers to a specific quarter of the study period. The volume of quarterly data is 90-92
records, the total amount of data — 912 records. For comparison, we included in our
analysis a study of the stock prices of such leading companies as Amazon and Google.
In this case quarterly data volume is 61-64 records, the total amount of data — 628
records.

For further processing, the calculation of the corresponding normalized
cryptocurrency return is performed according to following equation

Xni = (Cni+1/Cni - 1) - 100%, (1


http://www.coinmarketcap.com
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where x, is the daily return of the n-th asset, C, is the daily closing price of the n-th
asset, i is the observation number.

The dynamics of cryptocurrency Bitcoin return is presented in fig. 1. The main
characteristics of the investigated cryptocurrency return for the observed period are
given in table 1. As well, for comparison, in table 1, we introduced the statistical
characteristics of the two successful companies’ stocks. The analysis of statistical
characteristics, given in table 1, showed that the daily stock return of the represented
companies is higher than the similar investigated cryptocurrencies return. At the same
time, their risk (if we consider the risk as a standard deviation) is much lower (except
for the cryptocurrency USDT). From the correlation matrix (table 2) it can be seen that
the return of the cryptocurrency is sufficiently correlated with each other (except
USDT).
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Fig. 1. Dynamics of day return cryptocurrency Bitcoin (01.01.2018 — 30.06.2020).

Table 1. Statistical characteristics of cryptocurrency return (%) for the period 01/01/2018 to

06/30/2020.
Minimum | Maximum | Average Median Star.ldz.lrd Skewness
deviation
Google -11.101 10.449 0.067 0.130 1.970 -0.109
Amazon -7.922 9.445 0.158 0.208 2.043 -0.098
BTC -37.170 18.188 0.037 0.100 4.054 -0.662
ETH -42.347 18.940 0.001 -0.048 5.083 -0.566
XRP -32.899 37.989 -0.141 -0.286 5.301 0.465
USDT -5.121 5.484 0.000 -0.009 0.540 0.511
BCH -42.956 51.214 -0.055 -0.300 6.532 0.776
LTC -36.177 33.722 -0.050 -0.225 5.268 0.455

Let’s introduce the concept of the risk zone frontier [14]. In this capacity we will use
the 5% quantile of return. To determine the risk zone frontier, it is necessary to identify
the distribution of returns. Under the investor risk we understand the difference between
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the most expected value of cryptocurrency return and 5% quantile of return (risk zone
frontier L), which is determined using the corresponding return distribution. If the
distribution is normal, the most expected return value is the average value of sample x.
If the distribution is different from the normal one and is asymmetric, we will use the
median return p as an expected return. A significant asymmetry in the return
distribution (last row of table 1) prompts as the most expected return value to choose
the median sample, rather than the average value of sample.

Table 2. Correlation matrix of cryptocurrency return (%) for the period 01/01/2018 to

06/30/2020.

BTC ETH XRP USDT BCH LTC
BTC 1 0.84 0.69 -0.01 0.78 0.81
ETH 0.84 1 0.77 -0.07 0.79 0.84
XRP 0.69 0.77 1 -0.07 0.67 0.72
USDT -0.01 -0.07 -0.07 1 -0.03 -0.04
BCH 0.78 0.79 0.67 -0.03 1 0.79
LTC 0.81 0.84 0.72 -0.04 0.79 1

Consequently, the value of the asset risk, in accordance with the above definition,
can be estimated by the ratio

Vi=w—L 2)

For statistical research, we divided the data set into 10 time intervals, each of which
corresponds to one quarter. As a result of research of the cryptocurrencies Bitcoin,
Bitcoin Cash, Litecoin, XRP, Ethereum, Tether using the Pearson, Kolmogorov-
Smirnov, and Shapiro-Wilk tests, in most cases the hypothesis of return normal
distribution was rejected (fig. 2). Computer experiments showed that the return of the
investigated cryptocurrency with good accuracy is described by both Cauchy
distribution and Laplace distribution (fig. 3).

Normal R Aot Vart

LA O = N ® a o

Expected Normal \blue

P
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Fig. 2. Hypothesis testing on normal distribution of the Bitcoin return.
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Fig. 3. Actual form of Bitcoin return distribution (gray columns), Cauchy distribution (solid
line), Laplace distribution (dashed line).

To test the hypothesis of the Cauchy (Laplace) distribution of cryptocurrency returns,
we used Pearson’s chi-squared test (x?). To apply this criterion, it is necessary to
calculate Pearson statistics using the formula

Q? = 3k, ol 3)
and compare it with tabular values 2. (@, k — 3). Here k is the number of intervals,
m; — the theoretical number of the random variable values in the i-th interval, n; — the
actual number of the random variable values in the i-th interval, @ = 0.05 — the level
of significance of the test. In our case y%..(0.05,10 — 3) = 14.07. If Q2 < y2,, the
hypothesis of Cauchy (Laplace) distribution is accepted, otherwise it is rejected. The
results of test of hypothesis for the cryptocurrency return distribution are shown in the
tables 3, 4. It is seen that for most cases the hypothesis of the corresponding distribution
is accepted at the level & = 0.05. The tables 3, 4 also show the results of testing the
hypothesis of the return distribution for Google stocks and Amazon stocks. Comparing
table 3 and table 4, we can conclude that the Laplace distribution more accurately
describes the distribution of cryptocurrency return compared to the Cauchy distribution.

The Cauchy distribution function has the form

F(x) = %arctg (%) + i “4)

Here u is the mathematical expectation (median) of return, y is the coefficient of
distribution function chosen by us for each case in accordance with the least squares
method.

The Laplace distribution function F(x) has the form
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Here x is the return on financial assets, u is the mathematical expectation (median) of
return, ¥ is the coefficient of distribution function chosen by us for each case in
accordance with the least squares method.

Table 3. Pearson’s chi-squared test for Cauchy distribution.

Google Amazon | BTC ETH XRP USDT | BCH LTC

18 Q1 9.15 11.68 12.09 4.86 8.14 5.35 10.7 11.22
18 Q2 12.11 7.54 14.52 12.1 10.33 13.89 12.12 | 14.51
18 Q3 15.07 12.63 8.93 10.6 5.28 13.14 9.24 14.09
18 Q4 2.92 5.7 10.85 4.84 12.34 3.59 7.44 5.03
19 Q1 7.92 5.18 14.07 5.41 3.22 10.19 11.1 8.84
19 Q2 7.03 6.94 14.07 8.95 4.32 13.32 5.41 10.02
19 Q3 10.19 15.19 8.25 13.79 8.64 14.99 10.69 4.87
19 Q4 13.23 8.34 8.21 4.76 14.37 14.11 13.82 14.29
20 Q1 4.99 2.15 8.82 5.17 7.02 12.75 5.14 7.72
20 Q2 3.11 5.78 6.21 6.24 5.84 26.67 8.23 9.1

Average 8.57 8.11 10.6 7.67 7.95 12.8 9.39 9.97

Table 4. Pearson’s chi-squared test for Laplace distribution.

Google Amazon | BTC ETH | XRP USDT | BCH | LTC

18 Q1 5.43 3.64 6.04 2.15 7.2 3.58 7.74 6.95
18 Q2 5.79 4.66 11.31 8.08 3.8 5.55 5.43 8.47
18 Q3 6.79 4.6 5.23 2.77 3.2 4.15 8.53 6.21
18 Q4 0.76 4.7 14.25 7.73 9.55 1.35 9.99 2.69
19 Q1 3.06 1.89 10.41 9.81 5.11 4.35 8.46 4.53
19 Q2 3.73 5.96 6.14 6.12 2.74 6.31 4.09 7.1

19 Q3 5.15 8.08 3.43 6.29 4.78 6.69 6.74 5.77
19 Q4 5.78 4.87 5.49 3.84 10.81 5.8 4.99 10.24
20 Q1 4.58 0.53 6.67 2.96 6.07 9.73 4.14 3.67
20 Q2 5.43 3.64 6.01 3.07 3.07 12.4 2.06 2.98
Average 4.65 4.26 7.5 5.28 5.63 5.99 6.22 5.86

To determine the coefficient y an interval distribution table was constructed. The
role of the minimized value was the sum of the squares of the differences between the
theoretical and actual values of the frequency at different intervals (equation 3). The
parameter u (median) for the various cryptocurrencies and periods are shown in table
1.

Using the form of the Cauchy distribution function (4), we can find an analytic
expression for the frontier of risk zone L, at a given confidence level a [14]:
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La=u+y-tg<ﬂ(a—§)>. (6)

Similarly, for the Laplace distribution, from relation (4) we determine an analytic
expression for the frontier of risk zone

La =u + ln(Za).

(7
Using (2), (6), (7) we calculated the risk value V' at the level of 5% for each
cryptocurrency at the appropriate period of time (quarter). However, the risk value
calculated on the basis of the Cauchy distribution (riskC) is twice the value of the risk
calculated on the basis of the Laplace distribution (riskL). For example, for Bitcoin in
the 1st quarter of 2018 the value risk Cauchy V, = 25.89%, the value risk Laplace
V, = 12.60%. A similar situation is observed for other cryptocurrencies and periods
(table 5). For comparison, the Table 5 also shows statistics for Google stocks of and
Amazon stocks. The standard deviation, which is a measure of risk in the normal
distribution, almost halves the risk compared to the estimate obtained from the Laplace
distribution (table 5). In this regard, the question arises: which of the two distributions
described above most adequately describes the risks of cryptocurrencies: the Cauchy
distribution or the Laplace distribution?

Table 5. Statistical characteristics of cryptocurrency risks, %.

Year 2018 2019 2020 Average
Quarter Q1] Q2[03/0Q4[01 020304/ Q1] Q2 5
Google
Mediane 0.38) 0.05| 0.09]/-0.18 0| 0.16] 0.19(0.05| 0.15| 0.5{ 0.14
StDev 1.99| 1.42| 1.19] 2.3| 1.5| 1.69| 1.82(0.94| 3.42| 2.36| 1.86
RiskC 6.87| 5.84| 5.3| 8.49| 5.47| 4.54| 5.09(3.71|10.55| 5.69| 6.15
RiskL 3.97| 2.64| 2.34| 4.17| 2.65| 2.39| 2.47(1.76| 5.55| 3.52| 3.15

StDev/RiskL| 0.5] 0.54] 0.51| 0.55| 0.56] 0.71| 0.74|0.53] 0.62| 0.67| 0.59
RiskC/RiskL| 1.73| 2.21] 2.26] 2.03| 2.06] 19| 2.06/2.11] 1.9] 1.62| 1.99

Amazon
Mediane 0.48] 0.3] 0.34{-0.38| 0.29{ 0.1| 0.01]0.02| 0.09] 0.74| 0.2
StDev 1.94| 1.65| 1.31] 3.52| 1.92| 1.43| 1.3 1| 2.88| 2.14] 1.91
RiskC 7.71| 5.39| 5.48(13.32| 6.59| 4.03| 6.02|2.92|10.71] 6.5| 6.87
RiskL 427 29| 2.45| 6.56] 3.4| 2.47| 2.67| 1.8] 5.21| 3.46| 3.52

StDev/RiskL| 0.45| 0.57] 0.53] 0.54| 0.56] 0.58| 0.49|0.56] 0.55| 0.62| 0.55
RiskC/RiskL| 1.81] 1.86| 2.23| 2.03| 1.94]| 1.63]| 2.26|1.63| 2.06] 1.88| 1.93

BTC
Mediane -0.11| 0.17] 0.36|-0.12| 0.12] 1.32[-0.18/-0.2{-0.18| 0.17| 0.14
StDev 5.97| 3.7] 2.81| 3.87] 2.21] 4.59| 3.9]2.98| 5.61| 3.16] 3.88
RiskC 25.89]|12.37| 9.33]10.08| 4.49|13.22|14.02|8.71|13.87] 9.27| 12.13
RiskL 12.6] 6.42| 4.84| 6.15| 3.4| 6.94] 6.68/4.79| 7.04| 5.34] 6.42

StDev/RiskL| 0.47| 0.58] 0.58| 0.63| 0.65| 0.66| 0.58|0.62| 0.8 0.59| 0.62
RiskC/RiskL| 2.05| 1.93] 1.93] 1.64] 1.32] 19| 2.1|1.82| 1.97] 1.74] 1.84
ETH
Mediane -0.41| 0.31] -0.6]-0.18]-0.15] 0.68| -0.1]-0.4| 0.19] 0.33| -0.03
StDev 6.66| 5.23| 4.83] 5.59] 4.14] 4.69] 4.31|3.08] 6.98] 4.06] 4.96
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Year 2018 2019 2020 [\ rage
Quarter Q1 [ Q23] Q4] Q1 ]0Q2]0Q3[04] Q1] Q2

RiskC 28.71]21.57]16.52]16.15[10.9115.63]15.15]9.3417.98]12.88] 16.48
RiskL 13.17 9.56] 7.94] 9.27| 6.83] 8.16] 7.08[5.27| 8.77] 6.52] 8.26

StDev/RiskL| 0.51| 0.55] 0.61| 0.6 0.61| 0.58] 0.61|0.58] 0.8 0.62| 0.6]
RiskC/RiskL| 2.18| 2.26] 2.08| 1.74] 1.6] 1.92| 2.14|1.77| 2.05| 1.98] 1.97

XRP
Mediane -0.41| 0.31| -0.6/-0.18]-0.15| 0.68| -0.1/-0.4| 0.19| 0.33| -0.03
StDev 6.66| 5.23| 4.83| 5.59| 4.14| 4.69| 4.31(3.08| 6.98| 4.06| 4.96
RiskC 28.71]21.57|16.52{16.15(10.91|15.63]|15.15|9.34(17.98|12.88| 16.48
RiskL 13.17| 9.56| 7.94| 9.27| 6.83| 8.16| 7.08|5.27| 8.77| 6.52| &8.26

StDev/RiskL| 0.51| 0.55| 0.61| 0.6 0.61| 0.58| 0.61|0.58| 0.8 0.62| 0.6]
RiskC/RiskL| 2.18| 2.26| 2.08| 1.74| 1.6 1.92| 2.14{1.77| 2.05| 1.98| 1.97

USDT
Mediane -0.41| 0.31| -0.6/-0.18]-0.15| 0.68| -0.1/-0.4| 0.19| 0.33| -0.03
StDev 6.66| 5.23| 4.83| 5.59| 4.14| 4.69| 4.31(3.08| 6.98| 4.06| 4.96
RiskC 28.71121.57|16.52{16.15[10.91|15.63]|15.15|9.34(17.98|12.88| 16.48
RiskL 13.17| 9.56| 7.94| 9.27| 6.83| 8.16| 7.08|5.27| 8.77| 6.52| &8.26

StDev/RiskL| 0.51| 0.55] 0.61| 0.6 0.61| 0.58| 0.61|0.58 0.8 0.62| 0.6/
RiskC/RiskL| 2.18| 2.26| 2.08| 1.74| 1.6| 1.92| 2.14|1.77| 2.05| 1.98] 1.97

BCH
Mediane -0.41| 0.31| -0.6/-0.18|-0.15| 0.68 -0.1/-0.4| 0.19| 0.33| -0.03
StDev 6.66| 5.23| 4.83| 5.59| 4.14| 4.69| 4.31(3.08| 6.98| 4.06| 4.96
RiskC 28.71]21.57|16.52{16.15(10.91|15.63|15.15|9.34(17.98|12.88| 16.48
RiskL 13.17| 9.56| 7.94| 9.27| 6.83| 8.16| 7.08|5.27| 8.77| 6.52| &8.26

StDev/RiskL| 0.51| 0.55| 0.61| 0.6] 0.61| 0.58| 0.61]0.58] 0.8 0.62| 0.61
RiskC/RiskL| 2.18| 2.26] 2.08| 1.74| 1.6| 1.92| 2.14|1.77| 2.05| 1.98| 1.97

LTC
Mediane -0.41| 0.31| -0.6/-0.18]-0.15| 0.68| -0.1/-0.4| 0.19| 0.33| -0.03
StDev 6.66| 5.23| 4.83| 5.59| 4.14| 4.69| 4.31(3.08| 6.98| 4.06| 4.96
RiskC 28.71]21.57|16.52{16.15(10.91|15.63]|15.15|9.34(17.98|12.88| 16.48
RiskL 13.17| 9.56| 7.94| 9.27| 6.83| 8.16| 7.08|5.27| 8.77| 6.52| 8.26

StDev/RiskL| 0.51| 0.55] 0.61| 0.6 0.61| 0.58| 0.61|0.58| 0.8 0.62| 0.6/
RiskC/RiskL| 2.18| 2.26| 2.08| 1.74| 1.6| 1.92| 2.14|1.77| 2.05| 1.98| 1.97

4 Risk zone testing

Analysis of relations (4) and (5) showed that the Cauchy distribution has very long and
heavy tails (fig. 4). In this regard, the risk zone frontier determined on the basis of the
Cauchy distribution will be significantly smaller than the risk zone frontier determined
on the basis of the Laplace distribution. In this case, the number of return cases that fall
into the risk zone determined on the Cauchy distribution basis will be significantly less
than the number of cases that fall into the risk zone determined on the Laplace
distribution basis. After counting the number of cases that fall into the risk zone, we
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can conclude which of the two distribution laws more adequately describes the
distribution of cryptocurrency returns in the negative return zone. The results of
counting the number of critical cases (the case where the return falls into the risk zone)
at the confidence level 5% are shown in table 6 and table 7.

20

[EEN
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=
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return, %

Fig. 4. The Laplace distribution (solid line), the Cauchy distribution (dashed line).

Table 6. Number of critical cases for Cauchy distribution. The frontier of the risk zone was
determined at the confidence level 5%.

gf::;_ tor 1220 ;8 4 123 29 4 210220 All cases|All days|Frequency, %
Google 0[0/0]0/0]2|0]0] 1|1 4 628 0.64
Amazon 0[1/0]0|0{1]|0]0|0O |1 3 628 0.48
BTC 0[0/0]2|2{1]|0]0| 1|0 6 912 0.66
ETH 0]0[1/0]2{0{2|0{1 |0 6 912 0.66
XRP 0]0[0|1]2]0[0|1]1]1 6 912 0.66
USDT 0[1/0]0|1]0|0]0|3 |0 5 912 0.55
BCH 0[0/0{1|2]0|2{1]1 |0 7 912 0.77
LTC 0[0/0]0|0]0|1]0]1 |0 2 912 0.22
Stocks 0[1/0]0|0{3]0]0] 1|2 7 1256 0.56
Crypto-currencies|0[1|1({4[9|1]5]2|8 |1 32 5472 0.58

As can be seen from Table 6, in the case where the risk area is determined based on
the Cauchy distribution at the confidence level 5%, the average probability for falling
of cryptocurrency return into the risk area is 0.6% — 0.7% (except Litecoin). For the
stocks return the average probability for falling into the risk zone is 0.5% — 0.6%. That
is, the actual frequency of critical cases is 10 times less than theoretically predicted.
Hence the conclusion about the inadequate description of the distribution of
cryptocurrency (stock) returns in the negative return zone using the Cauchy
distribution.
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Table 7. Number of critical cases for Laplace distribution. The frontier of the risk zone was
determined at the confidence level 5%.

éf::l:‘tel‘ 1 220138 a1 ;013? 2 21023 All cases|All days|Frequency, %
Google 512(1]4]2]4(3[2]|3]5 31 628 4.94
Amazon 41413[1]2]3]3]0]3]|3 26 628 4.14
BTC 2(5|6[5]3|5]4(2(2]|4 38 912 4.17
ETH 2(5|716[3[3]6[6[4]3 45 912 4.93
XRP 314(4[4|3]1|5[4|5]4 37 912 4.06
USDT 5/4[6[5[2]1(3[2]4]3 35 912 3.84
BCH 312(2[5|3]4(5/6]4]3 37 912 4.06
LTC 2(3|4(4[3[1]|5]6[4]3 35 912 3.84
Stocks 9|16[4[5|4]|7]16[2]|6]8 57 1256 4.54
Crypto-currencies|17]23(29]29]17|15]|28|26|23|20] 227 5472 4.16

In the case where the risk area is determined based on the Laplace distribution at the
confidence level 5% (Table 7), the average probability for falling of cryptocurrency
return (and stock return) into the risk area is 4% — 5%. Thus, the actual frequency of
critical cases is close to the theoretically predicted. Thus, the Laplace distribution is an
adequate basis for the risk measure of negative returns of cryptocurrency’s and stock
returns.

5 Formation of a cryptocurrency portfolio

When forming a cryptocurrencies portfolio, first of all it is necessary to take into
account their return. Figure 5 shows the average return of cryptocurrencies for the two
quarters of 2020. The best cryptocurrencies in terms of profitability are BTC, ETH,
XRP and BCH. As can be seen from fig. 5, the average quarterly return on stocks
significantly exceeds the average quarterly cryptocurrency return. This means that
stocks are more attractive for long-term investments. Cryptocurrencies are a tool for
speculative transactions.

Another important aspect of portfolio formation is taking into account the risks of
cryptocurrencies and taking into account the correlations of their profitability. The
minimum risk is typical for cryptocurrency USDT.

From the correlation matrix (table 8) it can be seen that the return of the
cryptocurrency is sufficiently correlated with each other (except USDT). It is clear that
the cryptocurrency USDT is the most important component of the portfolio, which will
reduce its risk (fig. 6).

For the building the cryptocurrencies portfolio, let’s used the technique, described
in previous research [14]. Assuming that cryptocurrency returns r(f) are poorly
stationary random processes, each of which is characterized by mathematical
expectations y; and a degree of risk V;, then for portfolio optimization, a modified
Markowitz model can be used. In this case, the mathematical description of the problem
at the maximum portfolio return will have the form:
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Fig. 5. Cryptocurrencies return for the I Quarter 2020 (dashed) and II Quarter 2020 (solid).

Table 8. Correlation matrix of cryptocurrency return (%) for the period 01/01/2020 to

06/30/2020.
BTC ETH XRP__|_USDT_ | BCH LTC
BTC 1 0.85 0.79 001 0.82 0.84
ETH 085 I 0.86 011 091 091
XRP 0.79 0.6 1 0.01 0.85 091
USDT 001 0.11 0.01 1 0.02 0.00
BCH 0.82 091 0.85 0.02 1 091
LTC 0.84 091 091 0.00 091 1
12
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Fig. 6. Average cryptocurrencies risk for the I Quarter 2020 (dashed) and I Quarter 2020
(solid).
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R, = w; X u; - max;

p

Vp = \/Z?zlz?:]_(wi X Vi X W} X V] X ‘OU) < Vreq; (8)
w; =0; Yw; =1.

To assess of portfolio risk V), we used an approach similar to the Markowitz approach,
but for the risk measure we used definition (2), rather than the standard deviation of the
cryptocurrency return.

So, using the obtained above cryptocurrency risk estimates RiskL (table 5, column
20 Q2), we constructed the set of optimal portfolios (the efficient frontier). Each such
portfolio gives maximum return at the established risk level. The table 9 presents the
portfolio structure for each, obtained by us, optimal solution. The analysis of the table
confirms the well-known statement that a higher return level always requires a higher
risk degree. As you can see, the main role in the formation of the portfolio is played by
cryptocurrencies ETH and USDT. The first provides high profitability, the second
guarantees low risk. Other cryptocurrencies play the role of extras and do not participate
in the formation of the portfolio.

Table 9. Set of optimal portfolios (the risk measure, based on the Laplace distribution).

BTC ETH XRP USDT BCH LTC Risk, % | Return, %
0.000 0.027 0.000 0.973 0.000 0.000 0.768 0.012
0.000 0.123 0.000 0.877 0.000 0.000 1.000 0.043
0.000 0.221 0.000 0.779 0.000 0.000 1.500 0.075
0.000 0.305 0.000 0.695 0.000 0.000 2.000 0.103
0.000 0.385 0.000 0.615 0.000 0.000 2.500 0.129
0.000 0.463 0.000 0.537 0.000 0.000 3.000 0.155
0.000 0.540 0.000 0.460 0.000 0.000 3.500 0.180
0.000 0.617 0.000 0.383 0.000 0.000 4.000 0.205
0.000 0.694 0.000 0.306 0.000 0.000 4.500 0.230
0.000 0.770 0.000 0.230 0.000 0.000 5.000 0.255
0.000 0.846 0.000 0.154 0.000 0.000 5.500 0.280
0.000 0.922 0.000 0.078 0.000 0.000 6.000 0.305
0.000 1.000 0.000 0.000 0.000 0.000 6.518 0.331

To increase profitability, the portfolio can include shares of well-known companies.
We will introduce Amazon stocks into the previous portfolio instead of the low-yield
cryptocurrency LTC. Similar to the above, we obtained the set of optimal portfolios
presented in table 10. The main role in the formation of the portfolio is played by stocks
Amazon and cryptocurrency USDT. The stocks provide high profitability, the
cryptocurrency guarantees low risk. The introduction of Amazon’s stock to the
portfolio halved the portfolio’s risk and doubled its profitability. Thus, we conclude
that optimal portfolios should be built by combining cryptocurrencies and stocks of
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highly profitable stable companies. The sets of optimal portfolios presented in tables 9
and 10 are illustrated in fig. 7 and fig. §.

Table 10. Set of optimal portfolios (the risk measure, based on the Laplace distribution).

BTC ETH XRP USDT BCH LTC Risk, % Return, %
0.000 0.024 0.000 0.920 0.000 0.056 0.741 0.052
0.000 0.038 0.000 0.723 0.000 0.239 1.000 0.191
0.000 0.045 0.000 0.624 0.000 0.330 1.250 0.260
0.000 0.052 0.000 0.537 0.000 0411 1.500 0.322
0.000 0.057 0.000 0.455 0.000 0.487 1.750 0.380
0.000 0.063 0.000 0.375 0.000 0.561 2.000 0.436
0.000 0.069 0.000 0.297 0.000 0.634 2.250 0.491
0.000 0.075 0.000 0.220 0.000 0.705 2.500 0.546
0.000 0.080 0.000 0.144 0.000 0.776 2.750 0.600
0.000 0.086 0.000 0.068 0.000 0.846 3.000 0.653
0.000 0.078 0.000 0.000 0.000 0.922 3.250 0.706
0.000 0.000 0.000 0.000 0.000 1.000 3.458 0.738
0.35
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Fig. 7. Set of optimal cryptocurrency portfolios (table 9).

6 Conclusion

Due to its volatility, cryptocurrencies are an attractive tool for short-term investments.
However, high volatility is a source of great risk. For assessing of cryptocurrencies risk,
it is necessary to identify the return distribution. Numerous studies show that
cryptocurrencies return and stocks return are not subject to normal distribution. The
aim of our research is to compare the application of the Cauchy distribution and the
Laplace distribution to the description of the actual distribution of cryptocurrency
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yields. A comparison of the actual return frequency in the critically low zone with its
theoretical value was used as an evaluation criterion. Calculations performed for six
cryptocurrencies over a 30-month period showed that the Cauchy distribution describes
well the return distribution in the central part, but greatly overestimates the probability
of marginal values of return. In our opinion, using the Laplace distribution is the most
adequate approach to measuring the risk of cryptocurrencies (stocks).

0.80
0.70 —
0.60 ]

| e
0.10 /

/

0.00

0.50 1.00 1.50 2.00 2.50 3.00 3.50
Risk, %

Fig. 8. Set of optimal combined portfolios (table 10).

A comparison of cryptocurrencies returns with the stocks return of leading companies
showed that the average quarterly return of cryptocurrencies is low. Thus, it can be
concluded that stocks are more attractive for long-term investments. Cryptocurrencies
are a tool for speculative trans-actions. Inclusion of stocks of high-yield companies in
the cryptocurrency’s portfolio allows in-creasing portfolio profitability and reducing
portfolio risk. We have shown that inclusion AMZN stocks into the cryptocurrency
portfolio can double the portfolio’s yield and halve its risk.
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Abstract. The authors of the article determined that a number of scientists were
involved in the development of a balanced system of indicators of the
development of the oil and gas sector. Though an urgent scientific problem that
needs further consideration is the development of a model of resource
efficiency diagnostics in the oil and gas sector of the economy of Ukraine,
taking into account the peculiarities of statistical monitoring. The scientific
novelty of the paper is: this study improved the model of diagnostics of
resource efficiency in oil and gas sector in the economy of Ukraine based on the
additive-multiplicative compression of the formed system, which, unlike the
existing ones, takes into account their variation while defining weighting
coefficients which show the experts’ system of preferences. It is reasonable to
use the proposed model at the further economic assessment of the consequences
of realization of resource-efficient strategy at enterprises of the oil and gas
sector of the economy of Ukraine.

Keywords: resource-efficient strategy, oil and gas complex, model of
assessment.

1 Introduction

The concept of resource efficiency in the modern and current practice of economic
activity analysis has been widespread, since the efficient consumption of economic
resources of any kind is associated, first of all, with intensive economic growth. That
is why a lot of scientists addressed the issues of ensuring a resource-efficient
economy as a necessary condition for sustainable development. According to 2018

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons
License Attribution 4.0 International (CC BY 4.0).
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the oil and gas sector of Ukraine provided more than 40% of the economy’s needs for
energy resources. At the same time oil and gas sector accounted for 42.2% of total
consumption. Due to high dependency, the research of many domestic scientists is
devoted to various aspects of the operation of oil and gas extraction and processing
enterprises.

2 Actual scientific researches and issues analysis and the
research objective

Management of any economic system is always based on its current state, the
definition of which is a separate scientific task. The main tendencies of development
and value of innovative technologies in the oil and gas sector were studied by foreign
scientists, the following scientists are among them: Adi Karev [8], Konstantin N.
Milovidov [12] and others. Various scientists were involved in the methodological
bases of economic diagnostics, including the development of a balanced system of
indicators for the development of the oil and gas sector, including Inesa Khvostina
[9], T. F. Mantserova [10], Dani Rodrik [18], O. A. Tolpegina [26] and others.

This demonstrates that the scientific problem that needs to be solved in the
framework of this research is the development of a model of resource efficiency
diagnostics in the oil and gas sector of the economy of Ukraine, taking into account
the existing peculiarities of statistical monitoring by the State statistical authorities.

The methods of economic analysis for estimation of resource -efficiency,
normalization method for bringing indicators to comparative appearance, method of
additive-multiplicative convolution (compression) for generalization of results in
different directions of evaluation, statistical methods of estimation of variation for
substantiation of values of weight coefficients in the model of diagnostics were used.

3 Tools and models for effective development of resource
efficiency in the oil and gas sector of Ukraine

In order to develop action for effective development of the resource-efficiency in the
oil and gas sector of Ukraine we use the following [6; 25]:

— a system of indicators for assessing the resource efficiency of the oil and gas
sector. Taking into account peculiarities of the measurement of the studied object
by the State Statistics Service of Ukraine, the effective development of resource
efficiency in any field of activity requires consideration in the analysis of all types
of economic resources: raw materials, fixed assets, labor resources, total capital
(aggregate capital);

— a model of the index of resource efficiency IRE based on the additive-
multiplicative convolution (compression). Convolution of indicators is carried out
by weighing their normalized o standard values on the basis of an agreed system of
expert preferences. In this case, it is believed that individual indicators with equal
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level of influence on the group should have the same values of the root-mean-
square deviates;

— intersectoral comparative analysis of resource intensity (resource capacity) and
structure of added value in the oil and gas sector. The need for this analysis is due
to the fact that to diagnose the current state and efficiency of the enterprises’
activity, it is appropriate to use the relevant base of comparison in economic
analysis;

— scenario analysis of price equilibrium in oil and gas sector with the help of
intersectoral Leontiev’s model. It allows not only to perform appropriate
calculations, but also to find out how these changes affect resource efficiency,
including by changing the ratios of direct costs, intermediate consumption, added
value and gross profit;

— assessment of the consequences of resource efficiency based on the IRE model.
This allows getting recommendations on areas and mechanisms to ensure resource
efficiency in the production and processing of oil and gas.

The peculiarities of the measurement of resource efficiency in oil and gas sector of
economy of Ukraine include:

1. The available volume of input statistics on the basis of the State Statistics Service
of Ukraine reports, with free access, significantly limits the possibilities for
comprehensive assessment of the resource efficiency by all types of economic
resources used in public production;

2. The change in methodology of organization of statistical observation during the
recent years, and, accordingly, reporting instruments and documentation do not
allow to carry out a retrospective analysis of resource efficiency indicators over a
long-term period. The geopolitical changes that occurred in 2014 in the South-East
of Ukraine resulted in temporary occupation of the Crimea and parts of Donetsk
and Luhansk Regions, have undoubtedly had a significant impact on the oil and gas
sector activity as well. That is why comparative analysis of the time periods cannot
provide with objective information on the dynamics of the target indicators due to
alterations in the special aggregate according to which they are calculated;

3. Some of the input data for 2016-2018 are not shown in the State Statistic Service
reports due to its confidential status. First of all, it concerns assets conditions,
volume of production and corresponding costs, fixed assets and a number of
employees, financial results of crude oil production, natural gas extraction and
production of refine products [6; 25].

4. Any diagnostics in economic analysis is possible if there is a respective base of
comparisons. In scoring models of diagnostics such a turning point are the classes
of indicators stability; in the models of multiplicative discriminant analysis — the
intervals of stability of integral index that determine the probability of the
bankruptcy of economic entities; in the express-analysis — industry standards and
cross-industry comparisons; in complex analysis — dynamics and plan value of
indicators, industry standards etc. As for the oil and gas sector of the economy, for
the diagnostics of its resource efficiency considering available data, we will use
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cross-industry comparison and analysis of time periods applying methods of
statistic theory.

4 The model of resource efficiency in oil and gas sector of
economy of Ukraine diagnostics

Thus, taking into account the leading experience of analysis of economic activity [1;
14; 15; 21; 22; 24; 28] and mentioned above peculiarities of information support, a
model of diagnostics of resource efficiency of oil and gas sector of the economy of
Ukraine has a set of indicators as its basis, which consist of the following areas of
assessment: material resources, fixed assets, labor resources and aggregate capital.
Let’s consider them in more detail.

1. Material resources (MR;). Technological underdevelopment (backwardness),
associated with initial processing of resources, is always characterized by low
added value and high material (output) ratio. That is why effective use of material
resources is the priority in the development not only of oil and gas sector, but of
the economy of Ukraine. This group consists of the following indicators:

— material productivity (Kii;) — characterizes the volume of output of the inquiry
period by 1 UAH of material costs. This indicator should be maximized and is
calculated by the formula:

Vo
1= e (1)
where VO;, MC; — accordingly, volume of output and material costs in the inquiry

period.

— net profit (income) for 1 UAH of material costs (Ki2), should be maximized.
According to its economic essence, this indicator is the analogue of cost
effectiveness (profitability), which allows to evaluate the efficiency of raw
materials and supplies in the process of profit generation in the enterprises of the
industry:

NP
12 = M_Ci’ 2

where NP; — net profit in the inquiry period.

— coefficient of correlation of the growth rate of product output and material costs
(K13). Intensive economic development involves obtaining the final result not due
to the greater consumption of resource productivity. That is why this coefficient
should be K13 > 1.

VPO,  MCy

K3 = :
13 7 ypo, " Mcy’

€)
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where VPO,, MCy — accordingly, volume of product output and material costs in base
period.

— the share of material costs in the cost of production (Kj4). According to 2018,
material costs for the economy in general were 74.3% from the cumulative costs
(total costs) for production output. Accordingly, depreciation accounted for 6.7%,
labor costs — 14.1%, benefits related deduction — 2.9%, and other costs — 2.0%
from cumulative costs (total costs).

As we can see, the high share of material costs — is a system problem for the entire
economy of Ukraine. It indicates not only the low level of social production, but also
hinders increase in wages and living standards of the population. That is why this
indicator should be minimized and calculated by the formula:

_ Mey
veeey’

14 “4)
where VCCP; — volume of cumulative costs (total costs) for production in the inquiry
period.

The main production factors which are part of economic resources, are fixed
assets and labor resources (human capital). In most cases they determine the
production capacity of business entities and industries of the economy in general.

According to the results of 2018, the residual value of fixed assets in Ukraine was
3783.5 billion UAH, and the volume of production — 6207.7 billion UAH.
Accordingly, return on assets was 1.64 UAH. The number of employed population for
the same period was 16360.9 thousand persons. Thus, the annual labor productivity
was 379.4 thousand UAH per employee or 31.6 thousand UAH monthly.

Thus, complex diagnostics of the resource efficiency of oil and gas sector should
include comparative assessment in these areas.

2. Fixed assets (K>). This group includes the following indicators:

— return on assets (K»1) — characterizes the volume of production output for the
inquiry period at the rate of 1 UAH of residual value of fixed assets, and should be
maximized:

Ky = (5)

FAy
where F4; — the value of fixed assets in the inquiry period.

— return on assets (K»2) — equals the net profit on 1 UAH of residual value of fixed
assets, and it should be maximized:

K,y = (6)

FA;{

— coefficient of correlation of the growth rate of product output and fixed assets costs
(K»3). Intensive development implies an increase in aggregate production output
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not at the expense of additional production capacity attraction, but due to the return
on assets increase. That is why this coefficient should have the inequality K>3 > 1.

(7

_VOy FA;
VO, " FAo

K23

where FA4, — residual value of fixed assets in base period.
3. Labor resources (K3). The indicators of resource efficiency of this group include:

— labor productivity (K3;) — characterizes the production output for the inquiry period
per one employee and should be maximized:

Vo,

K3y =—+ 3

AAEP;’
where AAEP; — average annual number of employed population in the inquiry period.

— ROI of employees (K32) — equals net profit per one employee, and should be
maximized:

NP
32 = FElPl’ (9)

— share of labor costs in the cost of production (K33). According to statistics, in most
of Eurozone countries this indicator is 30-35%, which is more than 2 times ahead
of the similar level of the economy of Ukraine. That is why one of the reserves for
the growth of the average level of remuneration of labor is adjustment of the
production cost structure, and should be maximized K3s:

RL,

Kyy = =2
33 7 ycepy?

(10)
where RL; — amount of remuneration of labor cost in the inquiry period.

Aggregate capital is generated from both equity and borrowed sources and is
allocated to fixed assets and current assets and is also an economic resource and a
focus of the researches interest in terms of its effective use.

4. Aggregate capital (total capital) (K4). In order to characterize the efficiency of
capital use, in the practice of financial analysis, along with profitability indicators,
indicators of turnover and duration of turnover are calculated. Let’s consider them
in more detail.

— aggregate capital (total capital) turnover (K4) — shows how many the income of the
inquiry period exceeds the corresponding amount of the raised total capital The
increase in turnover shows an increase of its use:

cI
Ky = C_1<11’ (11)
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where CI; — cumulative income of the inquiry period from all types of economic
activity; CK) — average annual amount of capital of the inquiry period, taking into
account own and borrowed sources of income.

— return on aggregate capital (total capital) (K42). Any borrowed capital, involved in
the activity of business entities, has its price. The condition of the expediency of its
use is always the excess of return on aggregate capital (total capital) over the
weighted average price of the loan. Otherwise, according to financial leverage
effect, economic activity will lead to a gradual decrease in equity.

BP
42 = C_Ki’ (12)

where BP; — balance (gross) profit of the inquiry period, excluding income tax.

— duration of circulation of aggregate (total) capital (K43) — shows how many days it
will take for the income received during economic activity to be equal to the
amount of attracted aggregate (total) capital Speeding up the turnover means
reduction of the duration of circulation and vice versa. The formula for Ki;
calculation is the following:

365
Ky = r“, (13)

In the numerator, in this case, there is a number of days for the inquiry period.

Fixed assets form production capacity of the economic entities and do not directly
participate in the circulation. The efficiency of the use of aggregate (total) capital is
directly influenced by the turnover of the operating capital according to the formula:

ch

Ky =—
44 OC]_,

(14)

where OC — average annual amount of the operating capital in the inquiry period.

— duration of operation capital turnover (Kis) — shows how many days it will take for
the received income to be equal to the amount of operating capital and is calculated
by the formula:

oc.
Kys = Ky3 Xc_l(i’ (15)

Thus, we have formed a system of indicators for assessing the resource efficiency of
oil and gas sector of the economy of Ukraine taking into account available statistics.
Taking into account that all the indicators are relative indicators we will use cross-
industry comparisons for diagnostics of its condition.

By direct comparison we have an opportunity to define competitive advantages or
backlog of the oil and gas sector by every indicator. However, summarizing the
results of such multifactor evaluation requires the corresponding compression based
on the integrated index. For this reason, first of all, it is necessary to bring the value of
all indicator of resource efficiency to one base of comparison, which means to
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normalize them. The current practice of rationing involves setting up values to the
range [0, 1] using formula:

_ K-Ky
Kb_KW’

(16)

where K, K' — accordingly, input and normalized value of resource efficiency
indicator, which belong to i group; K., K, — accordingly, the worst and the best value
of the indicator K, among other industries.

Since there are some indicators that should be maximized as well as minimized,
then to determine the worst indicators K,, and the best indicators K, we should follow
the rule:

— if K should be maximized, then K}, = max(K), K,, = min(K);
— if K should be minimized, then K;, = min(K), K,, = max(K).

The use of formula (16), observing the rule, allows to arrange the normalized values
of indicators in such a way that the best value of indicator corresponds with the
normalized and vice versa.

With its help, each of the indicators (1) - (15) is reduced to a comparative form.
The compression of normalized values to group and integral indexes is based on the
additive-multiplicative model:

IPE = 37 (a; X K;), Ky = X7 (ay; % Ki;) (17)

for all i = 1..n, where IPE — integral index of resource efficiency; K, a; —
accordingly, summary (consolidated) index of resource efficiency of i group and its
weighing coefficient; K;;, a; — accordingly, normalized j indicator of i group and its
weighing coefficient; n — a number of indicator groups; m; — a number of indicators of
i group.

There are certain limitations for weighing coefficients a; and a;. First of all, their
values should range from 0 to 1; second of all, the sum of coefficients of a certain
group should equal 1.

Considering the mentioned above information, we have obtained a system of
equations using numerical method for diagnostics of resource efficiency in oil and gas
sector in the economy of Ukraine, taking into account equal influence of indicators,
which allowed presenting a more detailed equation (18):

IPE = 0.328K; + 0.261K; + 0.244K; + 0.167K4,
Ki1=0.162K;; + 0.267K 1> + 0.452K13 + 0.119K 14,
K> =0.325K5; + 0.318K2, + 0.358K>3,
K3 =0.290K3; + 0.354K3, + 0.356K33,
K4 =0.183K41 + 0.241K4; + 0.191K43 + 0.210K44 + 0.174K4s. (18)
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5 Diagnosis of resource efficiency of the oil and gas sector
of Ukraine taking into account the opinions of experts

If, according to the experts’ preferences, individual indicators should influence
differently on the group or integral index of resource efficiency, this also should be
reflected in the proportions between root-mean-square deviants of such indicators
considering corrective weighing coefficients.

In this case, there is a need for quantitative coordination of expert judgments,
based on qualitative initial assessments. Therefore, the sequence of actions, taking
into account the theory of decision-making, should be the following [24]:

1. Each of the experts, based on their personal system of preferences, organizes the
sequence of evaluation of the components of the index of resource efficiency
according to their importance.

2. On the basis of individual rankings of the experts, with the help of the methods of
arithmetic mean ranks calculation of the generalized group ranking is carried out.

3. Verification of the consistency of the results of individual assessments of experts is
performed using the variance (dispersion) coefficient of concordance.

4. If at the previous stage the verification was successfully passed, on the basis of
application of procedure of pair comparison for each direction of an estimation of
an index of resource efficiency, the calculation of correction factors is carried out.
If the concordance coefficient indicates a high inconsistency of experts’ opinions,
the procedure for adjusting the parameters of equations (18) should be interrupted
to find out the reasons for such inconsistency.

5. Based on the calculation of the correcting coefficients, the parameters of equations
(18) are changed in order to consider the agreed and confirmed experts’ opinion on
the importance of areas for assessing the components of resource efficiency.

Methodical support of the planned sequence of actions should be considered in more
detail. In particular, in order to decide on the correction of the parameters of equations
(18), according the experts’ estimation, the following are used: the method of
arithmetic mean ranks, the variance (dispersion) coefficient of concordance and the
method of pairwise comparison [24; 27].

To apply the arithmetic mean method, each of the experts makes individual
rankings regarding the weight of the factors that affect the target coefficient.
Moreover, the most important factors have the lowest rank and vice versa. Let’s
indicate the corresponding set of matrixes as following:

[1is] mas (s =1,d ; i =1,m), (19)

where m — the number of factors by which the expert assessment is conducted; d — the
number of experts; r;; — the ranks of the i factor, which was given by the s expert.
Next, for each factor, the sum of the ranks assigned by the experts is calculated
and divided by their number. Thus, the arithmetic mean simple is calculated. The
weighted average can be used if the experts have different levels of competence.
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Generalized group ranking [R;] ,, is obtained on the basis of the calculated arithmetic
means.

A measure of consistency of the experts’ estimations is the variance (dispersion)
coefficient of concordance W. Depending on the nature of the input data, its
calculation is carried out as following:

— if individual expert assessments do not contain related ranks:

12
- dz(m3-m) X S’ (20)
S =3, s — 1), 21
— 1
r= ;Zﬁl Z?=1 Tis» (22)

— if individual expert assessments contain related ranks:

128
T azm3-m)-dyxLi, T (23)
T, = Yrs (ki — ), (24)

where T, — indicator of the related ranks of the s expert; H; — the number of groups of
equal rank in the assessment of the s expert; Ax — the number of ranks equal to each
other of the & group of related ranks of the s expert.

It’s necessary to mention, that the formula (20) is a partial or a finite case (23). If
the expert assessemnts do not contain related ranks, then we will have: H; = 0; & = 0;
Ts = 0. Accordingly, (23) is transformed into (20).

The variance (dispersion) coefficient of concordance changes within 0 < W < 1.
If W=1, then all individual rankings of experts are similar to each other and vice
versa. The following scale is used to interpret its values: W € [0, 0.3] — the level of
consistency of expert assessments is very weak; W € [0.3, 0.5) — weak; W € [0.5, 0.7)
— average (moderate, medium); W € [0.7, 0.9) — high; W € [0.9, 1] — very high.

High inconsistency of experts assessments, if W < 0.7, it may indicate a low level
of competence of individual members of the group, or a low awareness of this issue.
In this case, after additional study of the problem situation, it is necessary to repeat
the expert survey (questionary).

We use the method of pairwise comparison to define adjusted coefficients on the
basis of a generalized group ranking [R;] ,,, in the case if W = 0.7. The elements of
the matrix of pairwise comparisons sC = [Ci f]mm are determined on the basis of the

rule:

=1 Iif Ri=R, (25)

a0

Then, the adjusted coefficients of the parameters of equations (25) are calculated by
the formula:
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m
Zj:1cij
m m o
2i=12j=1 CL]

9i = (26)
Accordingly, the adjusted weighting coefficients of the integrated resource efficiency
index, taking into account the agreed opinion of the expert group, should satisfy the
ratio: a(al-Ki)/a(a]-Kj) = gi/gj, foralli # j, or a(aijl(éj)/a(aizl(éz) = gij/ giz» for
all i =1, ..., n, j # z. That is, the ratio between the standard deviations of each
weighted factor should be equal to the corresponding ratio between the adjusted
coefficients of the generalized ranking of experts.

Within the framework of this study, the expert group consisted of three experts
who expressed their opinion on the importance of the components of the resource
efficiency index of the oil and gas sector of Ukraine. The difficulty of objectively
assessing individual preferences for the efficient use of material resources, fixed
assets, labor resources and total capital was due to the crucial role of each component
in the formation of the target indicator. That is why, first of all, it was decided to
perform an expert assessment based on the existing advantages and disadvantages in
the resource efficiency of oil and gas sector enterprises, compared to other industries
and the economy of Ukraine in general [24]. And since the enterprises of the oil and
gas sector are part of both the extractive and processing industries, it is advisable to
make intersectoral comparisons with them [5; 13; 16; 17].

Taking into account the developed model (18), the results of diagnostics of
resource efficiency for 2015-2018 are presented in table 1.

Table 1. The results of diagnostics of the resource efficiency of oil and gas sector of the
economy of Ukraine according of data of 2015-2018 years.

Industries of the economy Years| P1 | P, | P3s | P4 | IPE

2015 ]0.293]0.345/0.260]0.306{0.301
2018 ]0.316/0.388|0.334/0.466|0.364

Total

2015 ]0.281]0.360/0.233]0.540{0.333
2018 ]0.297]0.435|0.327]0.661]0.401

Industry, including:

Mining industry (primary sector) and quarrying,|2015 |0.300]0.382/0.283|0.483]0.348
including: 2018 0.391/0.468[0.500{0.670(0.484

2015 ]0.372]0.406/0.266|0.666|0.404
2018 ]0.667]0.468|0.786|0.751]0.658

Crude oil and natural gas production”, including:

Crude oil production” 2015 [0.276(0.252|0.252(0.500/0.301
Extraction of natural gas” 2015 10.448]0.548|0.320/0.785/0.499
Provision of ancillary services in the field of oil and|2015 [0.306]0.252|0.345|0.577]0.347
natural gas” 2018 [0.300{0.735|0.395[0.861]0.530

2015 ]0.272]0.387|0.2130.609]0.344
2018 ]0.285]0.542|0.300]0.748]0.433

Processing industry, including:

Production of oil processing” 2015 10.25510.503|0.223|0.733|0.392
Gas production, distribution of gaseous fuel through|2015 ]0.312]0.593|0.366|0.190]0.378
local pipelines” 2018 