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Abstract. This is an introductory text to a collection of selected papers from the 
Second Student Workshop on Computer Science & Software Engineering 
(CS&SE@SW 2019), which was held in Kryvyi Rih, Ukraine, on the November 
29, 2019. It consists of short summaries of selected papers and some observations 
about the event and its future. 

Keywords: computer science, software engineering, student workshop. 

1 CS&SE@SW 2019 at a glance 

Student Workshop on Computer Science & Software Engineering (CS&SE@SW) is a 
peer-reviewed international Computer Science workshop focusing on research 
advances, applications of information technologies. 

CS&SE@SW topics of interest since 2018 [5]: 

─ Computer Science (CS): 
 Theoretical computer science 

○ Data structures and algorithms 
○ Theory of computation 
○ Information and coding theory 
○ Programming language theory 
○ Formal methods 

 Computer systems 
○ Computer architecture and computer engineering 
○ Computer performance analysis 
○ Concurrent, parallel and distributed systems 
○ Computer networks 
○ Formal methods 
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○ Databases 
 Computer applications 

○ Computer graphics and visualization 
○ Human-computer interaction 
○ Scientific computing 
○ Artificial intelligence 

─ Software Engineering (SE): 
 Software requirements 
 Software design 
 Software construction 
 Software testing 
 Software maintenance 
 Software configuration management 
 Software engineering management 
 Software development process 
 Software engineering models and methods 
 Software quality 
 Software engineering professional practice 
 Software engineering economics 
 Computing foundations 
 Mathematical foundations 
 Engineering foundations 

This volume represents the proceedings of the 2nd Student Workshop on Computer 
Science & Software Engineering (CS&SE@SW 2019), held in Kryvyi Rih, Ukraine, 
on November 29, 2019. It comprises 2 invited talks, 5 CS-related and 10-SE related 
contributed papers that were carefully peer-reviewed and selected from 30 submissions. 
Each submission was reviewed by at least 2, and on the average 2.7, program committee 
members. The accepted papers present the state-of-the-art overview of successful cases 
and provides guidelines for future research. 

The volume is structured in three parts, each presenting the contributions for a 
particular workshop track. 

2 Invited talks 

Professor Nadiia Kozachenko (Fig. 1) is chair of Department of Philosophy at Kryvyi 
Rih State Pedagogical University. She got PhD in logic from the Institute of Philosophy 
of the NAS of Ukraine in 2010. The main directions of Dr. Kozachenko’ research is 
logic and philosophy of information society. 

In her talk (Fig. 2) Dr. Kozachenko trying to combine two main traditions of belief 
revision: the so-called AGM-approach and Dynamic Doxatic Logic (DDL) approach 
[9]. She consider doxastic actions as modal operators partly like DDL-style and 
compare their features with AGM postulates. Then construct axiomatical systems for 
the operator of the expansion and the operator of the contraction. Within the system 
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based on this interpretation, we can express and prove the corresponding postulates of 
expansion and contraction AGM. It demonstrates that these modal operators correspond 
to the functions of expansion and contraction described in AGM, about that the 
representational theorem has been formulated. 

 
Fig. 1. Dr. Nadiia Kozachenko 

 
Fig. 2. Presentation of paper [9] 
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Professor Andrii Striuk (Fig. 3) is chair of Department of Modelling and Software 
Engineering at Kryvyi Rih National University. He got PhD in educational technology 
from the Institute of Information Technologies and Learning Tools of the NAES of 
Ukraine in 2012. The main directions of Dr. Striuk’ research is computer simulaton and 
software engineering education. 

 
Fig. 3. Dr. Andrii Striuk 
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Serhiy Semerikov (Fig. 4) is professor of Department of Computer Science and Applied 
Mathematics at Kryvyi Rih State Pedagogical University. He got both PhD and DSc in 
education (informatics) from the National Pedagogical Dragomanov University in 2001 
and 2009, respectively. The main directions of Dr. Semerikov’ research is methods of 
learning and educational technology. 

 
Fig. 4. Dr. Serhiy Semerikov 

In a joint talk, Andrii Striuk and Serhiy Semerikov presented a retrospective analysis 
of the first model of training software engineers developed in the early 1970s (Fig. 5) 
and its compliance with the current state of software engineering development as a field 
of knowledge and a new the standard of higher education in Ukraine, specialty 121 
“Software Engineering” [15]. It is determined that the consistency and scalability 
inherent in the historically first training program are largely consistent with the ideas 
of evolutionary software design. An analysis of its content also provided an opportunity 
to identify the links between the training for software engineers and training for 
computer science, computer engineering, cybersecurity, information systems and 
technologies. It has been established that the fundamental core of software engineers’ 
training should ensure that students achieve such leading learning outcomes: to know 
and put into practice the fundamental concepts, paradigms and basic principles of the 
functioning of language, instrumental and computational tools for software 
engineering; know and apply the appropriate mathematical concepts, domain methods, 
system and object-oriented analysis and mathematical modeling for software 
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development; put into practice the software tools for domain analysis, design, testing, 
visualization, measurement and documentation of software. It is shown that the 
formation of the relevant competencies of future software engineers must be carried out 
in the training of all disciplines of professional and practical training. 

 
Fig. 5. Presentation of paper [15] 

3 Computer Science 

Oksana Klochko and Vasyl Fedorets present an empirical comparison of machine 
learning clustering methods in the study of Internet addiction among students majoring 
in Computer Sciences (Fig. 6). The article [6] describes the technology of empirical 
comparison of methods of clustering problem solving using WEKA free software for 
machine learning. Empirical comparison of data clustering methods was based on the 
results of a survey conducted among students majoring in Computer Sciences and 
dedicated to detecting signs of Internet addiction as behavioural disorder that occurs 
due to Internet misuse. Empirical comparison of Expectation Maximization, Farthest 
First and K-Means clustering algorithms together with the application of the WEKA 
machine learning system had the following results. It described the peculiarities of 
application of these methods in feature clustering. The authors developed data 
instances’ clustering models to detect signs of Internet addiction among students 
majoring in Computer Sciences. The study concludes that these methods may be 
applicable to development of models detecting respondent groups with signs of Internet 
addiction related disorders. 
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Fig. 6. Presentation of paper [6] 

Kateryna Ovchar, Andrii Borodin, Ivan Burlachenko and Yaroslav Krainyk in the paper 
[11] present an alternative approach to automatic recognition and sorting of the 
agricultural objects (Fig. 7). The objects are sorted, based on their color. The sorting 
algorithm works with pictures, captured by a web camera, pre-processes them, 
determines the mass centers of the recognized objects, and calculates distances to the 
points which were found. Afterward, the recognized objects are sorted by a hand-
manipulator with four degrees of freedom. The manipulator is powered by Arduino 
Uno Rev 3 and servo motors of two types. The sorting algorithm has been implemented 
in Python, with the use of the OpenCV library. For image pre-processing, the spatial 
anti-aliasing, filtering, and morphological opening and closing have been used. Color 
maps have been created to determine the mass centers of the recognized objects. To 
calculate the rotation angle of the manipulator’s elbow based on the shoulder position, 
linear regression model is trained. The practical value of the research and development 
results is the possibility of their use in the harvesting of the agricultural objects with 
further extend to manufacture with conveyor sorting tapes. 

The article [14] of Vladimir N. Soloviev, Symon P. Yevtushenko and Viktor V. 
Batareyev demonstrates the comparative possibility of constructing indicators of 
critical and crash phenomena in the volatile market of cryptocurrency and developed 
stock market (Fig. 8). Then, combining the empirical cross-correlation matrix with the 
Random Matrix Theory, authors mainly examine the statistical properties of cross-
correlation coefficients, the evolution of the distribution of eigenvalues and 
corresponding eigenvectors in both markets using the daily returns of price time series. 
The result has indicated that the largest eigenvalue reflects a collective effect of the 
whole market, and is very sensitive to the crash phenomena. It has been shown that 
introduced the largest eigenvalue of the matrix of correlations can act like indicators-
predictors of falls in both markets. 
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Fig. 7. Presentation of paper [11] 

 
Fig. 8. Presentation of paper [14] 

Andrii O. Tarasenko, Yuriy V. Yakimov and Vladimir N. Soloviev in paper [16] shows 
the theoretical basis for the creation of convolutional neural networks for image 
classification and their application in practice (Fig. 9). To achieve the goal, the main 
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types of neural networks were considered, starting from the structure of a simple neuron 
to the convolutional multilayer network necessary for the solution of this problem. It 
shows the stages of the structure of training data, the training cycle of the network, as 
well as calculations of errors in recognition at the stage of training and verification. At 
the end of the work the results of network training, calculation of recognition error and 
training accuracy are presented. 

 
Fig. 9. Presentation of paper [16] 

Svitlana O. Yaroshchuk, Nonna N. Shapovalova, Andrii M. Striuk, Olena H. 
Rybalchenko, Iryna O. Dotsenko and Svitlana V. Bilashenko in [18] present the model 
for scoring assessment of microfinance institution borrowers, which allows to increase 
the efficiency of work in the field of credit (Fig. 10). The result of the work is a neural 
network scoring model with high accuracy of calculations, an implemented system of 
automatic customer lending. 

4 Software Engineering 

The article of Andrii O. Priadko, Kateryna P. Osadcha, Vladyslav S. Kruhlyk and 
Volodymyr A. Rakovych [12] escribes the process of developing a chatbot to provide 
students with information about schedules using the Telegram mobile messenger 
(Fig. 11). During the research, the following tasks have been performed: the analysis 
of notification systems for their use in the educational process, identification of 
problems of notifying students about the schedule (dynamic environment, traditional 
presentation of information, lack of round-the-clock access), substantiation of the 
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choice of mobile technologies and Telegram messenger, determination of the 
requirements to the software, generalization of the chatbot functioning features, 
description of the structure, functionality of the program to get information about the 
schedule using a chatbot. The following tasks have been programmatically 
implemented: obtaining data from several pages of a spreadsheet (faculty / institute, red 
/ green week, group number, day of the week, period number, discipline name, 
information about the teacher); presentation of data in a convenient form for the 
messenger (XML); implementation of the mechanism of convenient presentation of 
data in the messenger (chatbot). Using Python and the Telegram API, the software has 
been designed to increase students; immediacy in getting the information about the 
schedules, minimizing the time spent, and optimizing of planning of student activities 
and higher education institution functioning. 

 
Fig. 10. Presentation of paper [18] 

 

 
Fig. 11. Presentation of paper [12] 
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Galina Kirichek, Vladyslav Harkusha, Artur Timenko and Nataliia Kulykovska [4] 
present the realization method of attacks and anomalies detection with the use of 
training of ordinary and attacking packages, respectively (Fig. 12). The method that 
was used to teach an attack on is a combination of an uncontrollable and controlled 
neural network. In an uncontrolled network, attacks are classified in smaller categories, 
taking into account their features and using the self-organized map. To manage clusters, 
a neural network based on back-propagation method used. Authors use PyBrain as the 
main framework for designing, developing and learning perceptron data. This 
framework has a sufficient number of solutions and algorithms for training, designing 
and testing various types of neural networks. Software architecture is presented using 
a procedural-object approach. Because there is no need to save intermediate result of 
the program (after learning entire perceptron is stored in the file), all the progress of 
learning is stored in the normal files on hard disk. 

 
Fig. 12. Presentation of paper [4] 

In the paper [3], Ruslan Cherniavskyi, Yaroslav Krainyk and Anzhela Boiko (Fig. 13) 
establish an investigation on the development of university 3D-model and its possible 
applications for educational and research fields. Authors assume that 3D-model of 
university can help in various scenarios and should be used to adopt modern immersing 
technologies into to university processes. Different means are employed for the 
development of the model. Bottom-up approach for using these means and their 
connection with each other are shown in the work. Then, details of the 3D-model design 
process are provided with peculiarities related to the university building location and 
corpuses positions. Finally, assembled models of university are shown in 3ds Max and 
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Unity environments. In the final part of the paper, authors suggest scenarios of model 
usage for educational and research fields. Universities can gain various benefits from 
integrating their research efforts to employ new technology and identify new 
development opportunities for both science and education in university. In case of the 
developed 3D-model, it is planned to use it in the projects connected with client-server 
applications, Internet-of-Things, Smart Grid, etc. In the educational process it will be a 
part of case-studies for learning 3D-modeling, development in Unity environment, 
training for emergency situations. 

 
Fig. 13. Presentation of paper [3] 

The article of Nadiia Balyk, Vasyl Oleksiuk and Anatolii Halas [2] explores the issues 
of designing and developing a support system for corporate network users (Fig. 14). 
The authors analyzed existing user support systems, including the concepts of 
ServiceDesk and HelpDesk. The study describes the process of designing and 
developing the software “Network user support tool” (NetSupport). This tool stores 
data in the Google Calendar Cloud Service. The results of the study are: analysis of the 
functioning of the Google Calendar service, review of the API for working with Google 
cloud services, development and testing of software to support the work of users. 
Functionality of Network user support tool allows you to create events on your system 
administrator or support teams` calendar with a detailed description of the user 
problem. The article describes the process of developing a network support tool using 
C# 6.0 programming language and .NET 4.6 technologies. The developed software has 
been tested in Ternopil Volodymyr Hnatiuk National Pedagogical University. 

In this study [13] Oleg Pursky, Anna Selivanova, Tetiana Dubovyk and Tamara 
Herasymchuk present the software development method for e-trade business process 
management information system (Fig. 15). As a software platform for implementation 
of the e-trading business process management system has been selected MSSQL 
database and software component implemented with the use of ASP.NET MVC 
Framework. The developed Web-application includes the following functional blocks: 
user authentication module; administration module; block implementing the functions 
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of domain mathematical model and information processing procedures; database 
intended to store initial data, trading activity indicators and calculation results, as well 
as the content of the Web-application interface components; logistics module; server 
end, which implements the procedures for the database access, the formation of the 
view modes of the models and functions of the domain mathematical model; interface 
that provides an interactive user access to the Web-application features. The connection 
between the Web-application and the database is performed on the basis of the GET 
http-protocol method and is provided by generating database queries and query results. 
The developed e-trade business process management information system has a three-
level software and hardware structure and is designed to manage the processes of 
interaction between the online store and on-line consumers. 

 
Fig. 14. Presentation of paper [2] 

In the article [8] of Olha V. Korotun, Tetiana A. Vakaliuk and Viacheslav A. Oleshko 
the database was designed and implemented in accordance with the requirements of the 
relational model, which ensures the storage and collective access to the information of 
the auto-filling system and CMS WordPress data (Fig. 16). Algorithms of system 
functioning were developed, the order of interaction of classes during program code 
execution was determined, as a result of which the application was implemented. 
Template Method architectural pattern was chosen to implement the web-based 
automatic content filling system. The following tools and technologies were selected to 
create the software package HTML markup language for HTML documents; 
programming language PHP; MySQL database management environment; Apache web 
server; the OpenServer package. The algorithms of the basic processes of content filling 
automation were considered and the interaction of the system classes during the 
processes of parsing, filtering and storing of information were analyzed. The developed 
system does not require specialized hardware, additional settings and deployment tools 
other than the standard ones for such plugins. This application is mostly for the site 
administrator and does not have user interface. That is why the features of the plugin 
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automation system configuration interface; RSS feeds view and management interface, 
as well as the RSS feed configuration interface are described in detail. In the future, 
this system can be improved by introducing new functionality and improving the 
algorithm for reading data. 

 
Fig. 15. Presentation of paper [13] 

 
Fig. 16. Presentation of paper [8] 

The article [1] of Nadiia Balyk, Svitlana Leshchuk and Dariia Yatsenyak is devoted to 
designing a smart home educational model (Fig. 17). The authors analyzed the literature 
in the field of the Internet of Things and identified the basic requirements for the 
training model. It contains the following levels: command, communication, 
management. The authors identify the main subsystems of the training model: 
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communication, signaling, control of lighting, temperature, filling of the garbage 
container, monitoring of sensor data. The proposed smart home educational model 
takes into account the economic indicators of resource utilization, which gives the 
opportunity to save on payment for their consumption. The hardware components for 
the implementation of the Mini Smart House were selected in the article. It uses a 
variety of technologies to conveniently manage it and use renewable energy to power 
it. The model was produced independently by students involved in the STEM project. 
Research includes sketching, making construction parts, sensor assembly and Arduino 
boards, programming in the Arduino IDE environment, testing the functioning of the 
system. Research includes sketching, making some parts, assembly sensor and Arduino 
boards, programming in the Arduino IDE environment, testing the functioning of the 
system. Approbation Mini Smart House researches were conducted within activity the 
STEM-center of Physics and Mathematics Faculty of Ternopil Volodymyr Hnatiuk 
National Pedagogical University, in particular during the educational process and 
during numerous trainings and seminars for pupils and teachers of computer science. 

 
Fig. 17. Presentation of paper [1] 

The article of Alla Kompaniets, Hanna Chemerys and Iryna Krasheninnik [7] is devoted 
to the theoretical consideration of the problem and the use of innovative technologies 
in the educational process in the educational establishment of secondary education in 
the process of studying the school course of computer science (Fig. 18). The main 
advantages of using educational simulators in the educational process are considered, 
based on the new state standard of basic and complete general secondary education. 
Based on the analysis of scientific and methodological literature and network sources, 
the features of the development of simulators for educational purposes are described. 
Innovative tools for simulator development have been investigated, as augmented 
reality with the use of three-dimensional simulation. The peculiarities of using a 
simulator with augmented reality when studying the topic of algorithmization in the 
course of studying a school computer science are considered. The article also describes 
the implementation of augmented reality simulator for the formation of algorithmic 
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thinking skills by students, presents the results of development and describes the 
functionality of the software product. In the further prospects of the study, it is planned 
to conduct an experimental study to determine the effectiveness of the use of software 
development in the learning process. 

 
Fig. 18. Presentation of paper [7] 

The article of Bohdan Oliinyk and Vasyl Oleksiuk [10] considers the problem of test 
automation software (Fig. 19). The authors analyze testing tasks that can be automated. 
They also cite cases where the use of automation is inappropriate. The key factors of 
using automation are time and cost savings. According to the authors, the advantages 
of automated tests are: the ability to check the latest changes in the application 
(regression testing), speed of execution, saving the time of testers, the ability to create 
self-tests by developers. The disadvantages of automatic tests are: insufficient 
reliability, need for support, fewer errors detected, a false sense of product quality. The 
following processes are identified, which can be automated: background processes, file 
logging, database entry, registration and payment systems, load tests, data entry 
operations, long-end-to-end scripts, checking complex mathematical calculations, 
checking correct search. The article provides statistics on the use of programming 
languages for developing automated tests. A comparative analysis of ready-made 
software products for automated testing is offered. Based on research analysis and 
experience, the authors believe that human intelligence is always required to validate 
the program. So, the authors justify the need to perform a manual and automated test. 

The article [17] of Yaroslav Vasylenko, Galina Shmyger and Dmytro Verbovetskyi 
investigate the principles and technologies of creating such a semantic interconnection 
system that would be useful and practical for use in areas such as machine translation, 
search engines and contextual search (Fig. 20). The practical meaning of the results 
obtained is to create a semantic dictionary of the Ukrainian language that will allow to 
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better analyze Ukrainian texts by searching not only the words themselves, but also 
words that are in one way or another related to the primary, and that will significantly 
increase the speed of search and analysis of information. In the created web-application 
(thesaurus) the basic functions of similar existing systems and the latest methods of 
information linguistics are implemented. 

 
Fig. 19. Presentation of paper [10] 

 
Fig. 20. Presentation of paper [17] 

5 Conclusion 

The vision of the CS&SE@SW 2019 is provides an expert environment for young 
researchers, who are at the beginning of their career, such as Master or PhD students, 
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to present and discuss the most recent of ideas and early results of student’s projects or 
other research aiming at receiving a Master or PhD degrees. 

Young researchers, who will join us to take part in discussions and/or present their 
papers, will be offered an opportunity to exchange and discuss their research ideas with 
their peers, supervisors, and senior scientists working in the fields that are within the 
scope of CS&SE@SW. 

The second instalment of CS&SE@SW was organised by Kryvyi Rih National 
University, Ukraine (with support of the rector Mykola I. Stupnik) in collaboration with 
Kryvyi Rih State Pedagogical University, Ukraine (with support of the rector Yaroslav 
V. Shramko), Institute of Information Technologies and Learning Tools of the NAES 
of Ukraine (with support of the director Valeriy Yu. Bykov) and Ben-Gurion University 
of the Negev, Israel (with support of the rector Chaim J. Hames). 

We are thankful to all the authors who submitted papers and the delegates for their 
participation and their interest in CS&SE@SW as a platform to share their ideas and 
innovation. Also, we are also thankful to all the program committee members for 
providing continuous guidance and efforts taken by peer reviewers contributed to 
improve the quality of papers provided constructive critical comments, improvements 
and corrections to the authors are gratefully appreciated for their contribution to the 
success of the workshop. 

We hope you enjoy this workshop and meet again in more friendly, hilarious, and 
happiness of further CS&SE@SW 2020 at Kryvyi Rih, Ukraine on November 27, 2020. 
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Abstract. This article is a trying to combine two main traditions of
belief revision: the so-called AGM-approach and Dynamic Doxatic Logic
approach. We consider doxastic actions as modal operators partly like
DDL-style and compare their features with AGM postulates. We con-
struct axiomatical systems for the operator of the expansion and the
operator of the contraction. Within the system based on this interpreta-
tion, we can express and prove the corresponding postulates of expansion
and contraction AGM. It demonstrates that these modal operators corre-
spond to the functions of expansion and contraction described in AGM,
about that the representational theorem has been formulated.
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1 Dynamic interpretation of doxastic actions

Belief revision is promising trend in modern epistemic logic deals with changes
of our knowledges and beliefs. It is aimed at formal representation of the pro-
cess of belief change. There are two main traditions of belief revision: the so-
called AGM-approach, named after its initiators Carlos E. Alchourròn, Peter
Gärdenfors and David Makinson (see their most seminal paper [1] and inspired
reserches, e.g.: [4]), and DDL-approach — Dynamic Doxatic Logic based on in-
genious ideas of Krister Segerberg (see, e.g.: [12]). Both approaches are very
similar in a general intention and research methodology, furthermore their main
purpose is an adequate representation of doxastic actions perfomed in the pro-
cess of belief change. In both traditions the basic doxastic actions represented
by expansion, contraction and revision, but each approach implements them in
different ways. This ways depend on the format of main epistemic objects such
as epistemic states, admissible epistemic inputs, expected epistemic results etc.
Implemetation of doxastic actions also depends on specific notion of changes in
belief states — it could be taken as a process (see, e.g.: [2]) or as a result of
change (see, e.g.: [3]).

Copyright c© 2019 for this paper by its authors. Use permitted under Creative Common
License Attribution 4.0 International (CC BY 4.0).
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AGM. The main postulates of belief change were described in AGM, so
this treatment sometimes is called “postulational approach”. Basic properties
of expansion, contraction and revision are presented in AGM as a set of for-
mal axioms. It is commonly accepted that any interpretation of doxastic action
should satisfy the suitable set of the axioms. However, main drawback of this
approach is a static representation of doxastic actions. All doxastic actions in
AGM factually are reduced to operations over theories.

AGM expansion: T + A (T — initial knowledge set (theory), + — the sign
of expansion and A — new knowledge (or belief) added to the initial set).

AGM contraction: T ÷ A (T — initial knowledge set (theory), ÷ — the sign
of contraction and A — knowledge (or belief) extracted from the initial set).

AGM considers the status of the theory before and after change, but it doesn‘t
consider the process of change. Thus an underwater part of iceberg of properties
of doxastic operations are remained unexplored.

DDL. The idea of constructing an axiomatic system capable to display the
dynamic properties of doxastic actions is partially implemented by the dynamic
direction in belief revision. The basis of this approach is the idea of representing
the dynamic aspect of belief change by specific language of DDL. Doxasic actions
are considered as term-formed operators +, ÷, *.

DDL expansion: +φ (means it is performing an expansion by φ).
DDL contraction: ÷φ (means it is performing a contraction by φ).

These terms constitute entire formula with additional operators “[ ]”, “<>”.
Thus, notion ψ[+φ] means “ψ regularly holds after the agent performs an ex-
pansion by φ” and ψ < +φ > means “perhaps ψ holds after the agent performs
an expansion by φ”

This language has much more resources for a detailed analysis of doxastic
actions, but it is too complicated and cumbersome. Whereas the postulational
way allows to define doxastic action and describes the basic principles of belief
change, it has too simple syntax that makes difficult further detailed researching.
Therefore it is reasonable to construct an axiomatic logical system capable to
combine advantages of both approaches and overcome their shortcomings. The
syntax of this logic should be simple like the syntax of the AGM-system and
should be flexible enough to express the process of change.

To solve this task it need to change the aspect of consideration of doxastic ac-
tions. In this connection Yaroslav Shramko makes an interesting offer, proposed
a more depth consideration of the epistemological grounds of beliefs. He offers
to interpret doxastic actions as pure modal operators to relegating the action
directly into the center of researching [13]. The proposed idea differs from the
modal interpretation of doxastic actions by K. Segerbeg (DDL-approach). If dox-
astic action (expansion, contraction and etc) is considered as regular modal op-
erator, its application to a Boolean formula creates a dynamic formula. Whereas
doxastic operator in DDL forms only term (see: [12], [7]) and thus it is not a
purely modal operator. The representation of doxastic actions as formula-formed
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modal operators considerably simplify syntax and with that allows to analyze
the dynamic aspect of the belief revision. It is possible to build specific dynamic
modal logic on this notion.

The basic idea of this paper is to represent expansion and contraction actions
as modal operators and to show the equivalence of received operators to appro-
priate operators AGM. We need to consider the AGM postulates for expansion
and contraction and to prove that they hold doxastic actions interpreted in the
modal way.

Within the AGM belief state of the subject is reduced to a set of beliefs closed
under the logical consequence. After the AGM under a consequence operation
we mean an operator Cn that takes sets of proposition to sets of proposition,
such that three condition are satisfied, for any sets X and Y of proposition:
X ⊆ Cn(X), Cn(X) = Cn(Cn(X)), and Cn(X) ⊆ Cn(Y ) whenever X ⊆ Y [1,
p. 511]. Thus we will use the equivalent notation y ∈ Cn(X) and X ` y.

Each set of beliefs can represent the belief state, as well as any belief state
may be presented as a set of beliefs. Each proposition represents a belief and,
accordingly, each belief can be represented in the form of a proposition. That is,
the belief state is a set of propositions – beliefs, in which the subject is convinced
of the truth. We will examine the change of a theory – consistent sets of beliefs,
closed under the logical consequence (Cn).

2 AGM postulates of expansion

Expansion – the simplest doxastic operator in AGM. Its point lies in adding
new information to the initial set of beliefs. Expansions is implemented by using
+, displaying a pair (set of beliefs, statements) on the set of sets of beliefs
(K × L → K). Where K is the initial belief set, the expansion of K by A
is denoted by K + A. Expansion can be characterized by the following set of
postulates [6, p. 48-51].

Closure K +A – belief set E 1
Success A ∈ (K +A) E 2
Inclusion K ⊃ (K +A) E 3
Vacuity If A ∈ K then (K +A) = K E 4
Monotonicity If K ⊃ H then (K +A) ⊃ (H +A) E 5
These postulates describe a family of expansion operators. Factually, with

the help of the postulates of expansion E1-E5 can be axiomatically defined the
operator of expansion. That is, if the doxastic operator satisfying the postulates
of expansion E1-E5, then it is equivalent to the operator expansion of AGM.

3 AGM postulates of contraction

Contraction is applied in those cases where a proposition must be removed from
the belief set without giving any new information. Contraction is implemented
by using ÷, displaying a pair (set of beliefs, statements) on the set of sets of
beliefs (K × L→ K). Where K is the initial belief set, the contraction of K by
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A is denoted by K ÷ A. Contraction can be characterized by the following set
of postulates [6, p. 60-64].

Basic postulates of contraction, which factually mean the axiomatic definition
contraction, were developed under the traditional approach of AGM [1]. Building
a contraction operator is considered to be successfull if it exists a proving that
it satisfied the postulates of contraction AGM.

Closure K ÷A – belief set C 1
Success If 0 A then K ÷A 0 A C 2
Inclusion K ÷A ⊃ K C 3
Vacuity If A /∈ K then K ÷A = K C 4
Extensionality If A⇔ B then K ÷A = K ÷B C 5
Recovery K ⊆ (K ÷A) +A C 6

The postulate of recovery is not always achieved because it involves the com-
position of operators of contraction and expansion, but it leads to inconsistency
in the AGM. If the contraction operator satisfies five postulates without recovery,
it is named a withdrawal operator. This designation describes irreversible process
and defines contraction as a singular operator, independent on the expansion.

4 Principles of Doxastic Modal Logic (DML)

DML language allows to place doxastic actions in the center of consideration.
Doxastic formula DML formed by hanging doxastic operator on the Boolean
formula. In fact, each doxastic formula DML is the representation of some action
of belief revision at the time of conversion (see [10, p. 18]).

Let A be an usual formula of propositional calculus, + – doxastic operator
expansion, ÷ – respectively doxastic operator contraction. Consider a fixed the-
ory. Then +A will mean expansion by A. Similarly ÷A will mean contraction
by A. In DML interpretation doxastic operators can be applied to nondoxastic
(Boolean) propositiond. The result of applying these operators will be the dox-
astic formula. Thus, expansion and contraction are interpreted in DML as modal
(single) operators in pure form. And therefore, +A,÷A and similar doxastic for-
mulas do not express a certain state theory but the transformation theory. As
a result of doxastic actions a static formula can be obtained, which expresses
a certain state theory, or we will need to implement the next steps of doxastic
actions.

Doxastic actions of expansion and contraction over a fixed belief set will look
this way.

Expansion by A: +A
Contraction by A: ÷A
The general characteristics of dynamic modal logic DML will be common to

all axiomatic systems built according to this approach. Basic properties of the
axiomatic systems will be presented according to the work of Y. Shramko [13].

As in the language of classical logic the illogical character of a set is an infi-
nite list of propositional variables p, q, r, s. The logical symbols are signs of the
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truth-functional propositional connectives: &,∨,⊃,¬ and the symbols of doxas-
tic operators + and ÷. The technical characters are left and right parentheses
(, ).

DEFINITION 1 Boolean formula
A formula is called boolean if and only if it consists of elementary proposi-
tions and propositional connectives.

In building of this logic, we assume that doxastic operators are not appli-
cable to doxastic formulas. Iteration of doxastic operators is possible, but with
additional conditions and needs a deeper study. Thus, we have the following
definition of an elementary doxastic formula.

DEFINITION 2 Elementary doxastic formula
+A and ÷A are elementary doxastic formula iff A is a boolean formula.

DEFINITION 3 Well-formed formula
Well-formed formula (WFF) is called:
(1) any Boolean formula
(2) any elementary doxastic formula
(3) if A and B are WFF, then A&B, A ∨B, A→ B,¬A are WFF,
nothing else is WFF.

All doxastic modal logic which have DML syntax will be formulated as a
system of axioms with the rules of substitution and inference. First of all, note
that all axioms of propositional calculus are axioms of each logic DML. We have
the following rule:

PC All axioms of propositional logic are an axiom of DML.
Typically inference rule is Modus Ponens. If the formula A is inferred and

formula A→ B is inferred, then formula B is inferred.
MP If ` A and ` A→ B then ` B.
To formulate the rules of substitution we will need the notion of correct

substitution.

DEFINITION 4 Correct substitution Substituting of formula B instead of
occurrence of some variable p in well-formed formula A is called correct if
and only if the result of substitution is a WFF.

Now we can formulate a rule of admissible substitutions.
US Let A be a theorem DML, and p1, p2, . . . , pn are some propo-

sitional variables that are included in A. Then formula A, obtained by simulta-
neous substitution of some WFF B1, B2, . . . , Bn instead of every occurrence of
p1, p2, . . . , pn, is a theorem.

Factually, the dynamic modal logic DML is a propositional calculus with the
alphabet extended by typing doxastic modal operators:+, ÷. These modal oper-
ators are a formal interpretation of cognitive actions: expansion and contraction,
respectively.
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5 Minimal logic of expansion

Consider the axiomatic construction of doxastic modal logic of expansion based
on the interpretation of a cognitive action of expansion as a modal operator [10].
For this reason we need a DML language and series of axioms that define the
specific nature of the operator of expansion. Consider the basic properties of the
expansion used in the construction of epistemical theories. AGM define it by
using the apparatus of set theory [8, p. 4]:

K+A = Cn(K ∪A), where K is the initial belief set and Cn is the operation
of closure under the logical consequence.

Thus, if we want to expand the theory by A, we must mechanically add A
to the original belief set using the set-theoretic union operation and close the
obtained set under the logical consequence.

By completeness of the belief set, each deducible formula of propositional
calculus will be added to the resulting theory. Obviously the next property, if
A is a theorem of propositional calculus, we must add it to our theory, which is
similar to the well-known in modal logic rule of hanging of necessity. In the DML
language this rule will take the following form: if A is a theorem of propositional
calculus, then +A is a theorem of minimal logic of extension.

N If ` A, then ` +A.

In this situation doxastic operator of expansion behaves like a normal modal
operator. Remarkable, such behavior should not follow the properties of the
operator, but from the definition of cognitive operator, which is represented by
this modal operator. It indicates that the chosen method of presentation can
actually be used.

The following important property is that the operator extension is closed
under Modus Ponens. This characteristic, as the previous one, also follows the
definition of expansion adopted in the AGM. By analogy with the principle of
bringing of modality for normal modal systems, this principle can be expressed
as distributivity operator of expansion with respect to the implication.

K +(A→ B)→ (+A→ +B)

Based on the previous note, the operator of expansion can be interpreted as
a normal modal operator, which owns the properties of positive modality. Rules
as PC, MP, US, N and K are the base of the most weak logic of extension of
beliefs.

6 Dynamic modal logic of extension DMLE

The expressive power of DML language is sufficient to build a stronger logic of
expansion, which will examine in details the properties of AGM expansion. In
building this logic we need a criteria of rationality AGM, taken in the concept:
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– Requirement of minimal changes in initial beliefs,
– Priority of new information,
– Consistency.

To the list of criteria of rationality also can be added the principle of cate-
gorical matching, which is usually introduced implicitly, but is one of the most
important when performing any operation. According to the principle of cate-
gorical matching (see [8, p. 5]) the result of the operation must be represented in
the same form as the original data. Thus, the execution of any doxastic operation
on the belief set should guarantee the result as the belief set and nothing else.

The criterion of priority of the new information requires the presence of
expression in the belief set after expansion of the theory by this statement.
In the AGM postulates for expansion is mentioned a criterion expressed as a
postulate of success. Taking a statement to the belief set, the agent elevates it
to the rank of belief and commits to adopt it.

T +A→ A

If we consider konsequent of T as an expression of truth, that “if A is added to
the theory, then A is true“, we get a very strong statement. Given the properties
of the agent of belief (at least, he may be wrong), we can say that this statement
is quite often incorrect. However, if we represent the right side of the formula
as an approval A (according to Frege), not requiring a mandatory truth — no
factual or logical [13]. Then the formula can be considered as an expression of
the sequence of doxastic action which forces an agent to accept all of his beliefs.
Factually, if the agent adds a statement to his belief set, then he is obliged
to assert it. This expression describes agent’s doxastic commitments, that he
imposes on himself by adding a statement to the belief set.

Logic defines a set of rules PC, MP, US, N, K and T is dynamic modal logic
of expansion DMLE .

7 AGM postulates of expansion within DMLE

Expressive capabilities of DMLE allow to formalize the postulates of expansion
AGM: closure, success, inclusion, vacuity, monotonicity and minimality. Accord-
ing to the theorem AGM [1, p. 513], the operator which satisfies the given pos-
tulates is equivalent to the operator of expansion AGM.

7.1 Closure

The resulting belief set obtained from the expansion of the initial theory by some
proposition A, should be closed under the logical consequence. Formally, if K is
a belief set, then K + A is a belief set. This postulate expresses the principle
of categorical matching whereby the representation of a belief after performing
some operations must be the same as the way of presenting the initial state. In
DMLE the postulate of closure is expressed in rule K.

K +(A→ B)→ (+A→ +B)
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7.2 Success

After the expansion of the theory by some proposition A, it must belong to
the theory. This postulate expresses the criterion of priority a new information,
whereby the input information must be accepted. Formally: A ∈ K + A. In
DMLE the success postulate is expressed by axiom T.

T +A→ A

7.3 Inclusion

The initial belief set must be always a subset of the expanded belief set. This
is a kind of assertion of ,,purity” of the operator of expansion. According to
the postulate of inclusion, making the expansion, we combine the initial belief
set and the set, which consists of the added proposition, while no proposition
is removed from the initial set. Closure of resulting belief set must include the
original belief set. Formally: K ⊂ K + A. In DMLE postulate of inclusion can
be expressed the following:

B& +A→ B

The postulate of inclusion can be obtained from the theorem of the proposi-
tional calculus by the substitution rules, so it is deducable in DMLE .

7.4 Vacuity

Expansion of the theory by proposition A which is already presented in it, does
not change the theory. Formally: if A ∈ K, then K + A = K. In DMLE the
postulate of vacuity can be expressed as follows:

A→ (+A→ A)

The above mentioned postulate AGM expansion may be withdrawn within
DMLE using an axiom of propositional calculus and the rules of substitution,
so it is a theorem of logic of expansion.

7.5 Monotonicity

Operation of expansion is monotonous under the set-theoretic operation of in-
clusion. If K ⊆ N , then K+A ⊆ N+A. The same property retains the operator
of expansion with respect to implication in DMLE .

(B → C)→ ((B& +A)→ (C& +A))

The postulate of monotonicity of expansion is also inferred in DMLE by the
rules of substitution.
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7.6 Minimality

For any belief set K and proposition A, K +A is the lowest set of beliefs which
satisfies the postulates of closure, success and inclusion. This postulate expresses
the criterion of minimality, whereby the modified belief set must be strictly
regulated. Expanding the theory by some proposition A we should add only this
proposition A and nothing more to the belief set. Closure of the received belief set
provides a presence added proposition in the belief set. Thus, if a proposition
B does not follow from A, the expanding of the theory by A should not lead
expansion of a theory by B.

Theorem. Minimality DMLE. ¬(A→ B)→ ¬(+A→ +B)

Proof.
1 ¬(A→ B)→ ¬+ (A→ B) US, T, contraposition
2 ¬+ (A→ B)→ ¬(+A→ +B) 1,K
3 ¬(A→ B)→ ¬(+A→ +B) 1, 2, transitivity

If the implication (A→ B) exists in the initial belief set, then when adding
A, proposition B appears in the theory as a result of keeping closure. If B does
not follow from A, but was still present in the initial theory, its adding does not
change the theory, according to the postulate of vacuity.

Thus, the formalization of operation of expansion allows to express the def-
inition of expansion, which moves in the AGM, the basic properties of this op-
eration and criteria of rationality applicable to the expansion. The postulates
AGM, which define the basic properties of operation of expansion, can be for-
malized and proved in dynamic doxastic logic of expansion. Thus, the logic given
by the PC, US, N, K and T is a dynamic modal logic of extension DMLE and
represents the function of expansion AGM.

8 Dynamic modal logic of contraction DMLC

Let us consider the operator of contraction. Any logical system based only on the
operator of contraction, without expansion, allows us to express the properties
of the withdrawal function [11], a specific type of contraction, which does not
satisfy the postulate of recovery. Notably, while all the other AGM postulates
of contraction are satisfied. It seems inappropriate to build a logical system
based on an operator, which does not satisfy all AGM postulates of contraction,
however, to express the complex operator, can be based even on withdrawal
operator.

To build a logical system based on the operator of contraction, use the al-
phabet of dynamic modal logic DML with the rules of PC, MP, US. In addition,
we introduce some specific rules in a logical system, that determine the proper-
ties of contraction, defined by the axiomatic definition of the AGM contraction
functions.

First of all, consider the introduction of the operator of contraction. The
next rule says that when we contract the theory by proposition B, we should
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remove all propositions A, which inferred B. Factually, if A → B is a theorem,
then ÷B → ÷A is a theorem.

C If ` A→ B and A→ B is a boolean formula, then ` ÷B → ÷A.

Note, the same principle, expressed by a formula (A → B) → (÷B → ÷A)
can not be accepted as an axiom of DMLC , because if (A→ B) is not a tautol-
ogy, an alternative for removal A (due to contraction by B) could be generally
removal formula (A→ B).

The operation of contraction should provide consistency of belief set. If the
belief set contains some proposition A, it should not contain a denial of this
proposition ¬A. Contraposition of these statements is more convenient: if a belief
set contains ¬A, then in order to preserve consistency of the set, we need to delete
A.

This doxastic commitment can be justified in another way, if we believe in
a false proposition A (this is possible if A is contrary to our initial belief set
and initial set contains ¬A), we must reject the false proposition. Indeed, we are
trying to get rid of false propositions in the change of belief, no matter for what
reason — as a result of obtaining some new information, or, for example, due to
review the existing belief set in search of contradictions.

This principle of consistency of a belief set reflects the mechanism of contrac-
tion, and therefore should be accepted as an axiom DMLC and can be stated
as follows:

U ¬A→ ÷A

The following axiom expresses an important principle of partial meet con-
traction AGM, also called ”conjunctive factorization”.

DM1 ÷(A&B)→ (÷A ∨ ÷B)

It is natural to adopt this axiom. If we wish to contract the belief set by a
conjunction and there exists some preference between the conjuncts, then this
contraction is equivalent to contraction by the non-preferred conjuncts. If the
both conjuncts are equal, then we will have to remove both [5, p. 12]. There are
three ways to contract initial belief set by conjunction A&B, such us: remove
the sentence A but leave the sentence B, remove the sentence B but leave the
sentence A, and remove both.

9 Doxastic modal logic of contraction DMLC and AGM
postulates

The most convenient kind of contraction is represented in AGM by so-calling
,,partial meet contraction”. The basic postulates of contraction are developed in
AGM (six basic and two additional postulates)[1]. All the postulates of contrac-
tion can be expressed in the language of DMLC , moreover almost all postulates
of contraction can be proved in the doxastic modal logic of contraction.
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9.1 Closure

According to the principle of categorial matching, the representation of a belief
state after a belief change should have the same form as the representation
of the belief state before the change [8, p. 5]. Hence, if the initial theory K is
logically closed, then theory K÷A is closed too. Let us contracting the set K by
proposition A. Thus, before contraction we need to make sure that the original
set K is closed under logical consequense, and after a contraction we must to
implement the closure outcome set K ÷A.

On the expansion postulate of closure acquires the form

+(A→ B)→ (+A→ +B)

On the contraction this postulate points out that if the contraction the set
K by proposition A was done correctly, then closure of the outcome set K ÷ A
must not contain A. The proposal should be deleted explicitly and implicitly.
To do this we need to remove all statements that lead A otherwise the closure
operation again returns it to the theory. In the language of DMLC it will look
as follows.

Theorem 1. DML1 ` (A→ B)⇒ ` (÷B → ÷A)

Proof. If B follows from A, then, if we remove B, then we must remove A. This
is a inference rule C.

9.2 Inclusion

K ÷A ⊆ K
A theory obtained by contraction of some theory must be a subset of the

initial theory. It is impossible that the outcome belief set K ÷A was intersected
with the initial belief set or K was a proper subset of K ÷A.

Theorem 2. DML2 ÷B → (÷A→ ÷B)

Proof. This principle is a special case of the consequent approval, and therefore,
it is the theorem of our system.

A deletion any proposition should not cause an expansion of a system by means
of proposition which are not exist in it. Factually, any proposition which does
not belong to belief set should not appear in the theory as a result of contraction
by anyone proposition.

9.3 Vacuity

A /∈ K ⇒ K ÷A = K
If the proposotion does not belong to the original belief set, then its removal

should not cause any transformation of the system. In doxastic modal logic of
contraction this postulate can be expressed by the following method:
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Theorem 3. DML3 (B&¬A)→ (÷A→ B)

In other words, if belief set is compatible with ¬A, that it does not contain
statement A, then we obtain the same initial set B, when try to remove the A.

Proof.
1 (B&¬A)→ B PC
2 B → (B ∨ ¬ ÷A) 1, PC
3 (B ∨ ¬ ÷A)→ (÷A→ B) 2, PC
4 (B&¬A)→ (÷A ∨B) 1, 3, transitivity

9.4 Success

A /∈ Cn(∅)⇒ A /∈ (K ÷A)
Reformulating this postulate by contraposition, we obtain the next note: if

A ∈ (K ÷ A), then A ∈ Cn(∅). That is, if a statement is present in the theory
after it was removed, then the statement is a logical tautology. In the language
of DMLC this postulate can be written as

Theorem 4. DML4 (÷A→ A)→ ((A→ A)→ A)

Proof.
1 ¬A→ ÷A U
2 (¬A→ ÷A)→ (÷A ∨A) 1, PC
3 (¬A ∨ ÷A)→ ((¬A ∨ ÷A)&(A ∨ ¬A)) 2, PC
4 ((¬A ∨ ÷A)&(A ∨ ¬A))→ (÷A&¬A) ∨ (A&¬A) ∨A 3, PC
5 ((÷A&¬A) ∨ (A&¬A) ∨A)→ ((¬ ÷A ∨A)→ ((¬A ∨A)→ A)) 4, PC
6 ((¬ ÷A ∨A)→ ((¬A ∨A)→ A))→ ((A→ A)→ A) 5, PC

9.5 Extensionality

If A↔ B ∈ Cn(∅), then K ÷A = K ÷B
Extensionality guarantees that the logic of contraction is extensionak in the

sense of allowing logically equivalent sentences to be freely substituted for each
other [8, p. 8].

Theorem 5. DML5 ` A↔ B ⇒ ` ÷A↔ ÷B

Proof. The proof of this rule can be easily obtained using the rule C.

Thus, we expressed the five postulates of AGM contraction and built their proof
in the system DMLC . Within the logic contraction can not formalize the postu-
late of recovery, because it requires a explicit use of the operator of expansion.

So, for the modal operator of the contraction imposed by axioms DMLC ,
performed five basic postulates of contraction AGM: closure, inclusion, vacuity,
success, and extensionality. Thus, the modal operator of contraction reflects
the properties of the functions of contraction AGM. Now, we can formulate
appropriately representational theorem, analogous to [1].
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Representational Theorem. Sinse the modal operator of the contraction
DMLC satisfies the properties closure, inclusion, vacuity, success, and exten-
sionality, hence the operator of the contraction DMLC is equivalent to with-
drawal function AGM.

Thus, the representation doxastic actions as modal operators allows to con-
struct axiomatical systems for the operator of the expansion and the operator of
the contraction. Within the system based on this interpretation, we can express
and prove the corresponding postulates of expansion and contraction AGM. It
demonstrates that these modal operators correspond to the functions of expan-
sion and contraction described in AGM, about that the representational theorem
has been formulated. This method of representation of doxastic actions makes it
possible to formulate rigorously known properties of expansion and contraction
and, moreover, to trace the new properties of doxastic actions, which manifest
themselves by virtue of this representation.
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Abstract. Designing a mobile-oriented environment for professional and 
practical training requires determining the stable (fundamental) and mobile 
(technological) components of its content and determining the appropriate model 
for specialist training. In order to determine the ratio of fundamental and 
technological in the content of software engineers’ training, a retrospective 
analysis of the first model of training software engineers developed in the early 
1970s was carried out and its compliance with the current state of software 
engineering development as a field of knowledge and a new the standard of 
higher education in Ukraine, specialty 121 “Software Engineering”. It is 
determined that the consistency and scalability inherent in the historically first 
training program are largely consistent with the ideas of evolutionary software 
design. An analysis of its content also provided an opportunity to identify the 
links between the training for software engineers and training for computer 
science, computer engineering, cybersecurity, information systems and 
technologies. It has been established that the fundamental core of software 
engineers’ training should ensure that students achieve such leading learning 
outcomes: to know and put into practice the fundamental concepts, paradigms 
and basic principles of the functioning of language, instrumental and 
computational tools for software engineering; know and apply the appropriate 
mathematical concepts, domain methods, system and object-oriented analysis 
and mathematical modeling for software development; put into practice the 
software tools for domain analysis, design, testing, visualization, measurement 
and documentation of software. It is shown that the formation of the relevant 
competencies of future software engineers must be carried out in the training of 
all disciplines of professional and practical training. 

Keywords: software engineering, professional training, software, specialist 
training model, standard of higher education. 

1 Introduction 

On October 29, 2018, by Order of Ministry of Education and Science of Ukraine 
№ 1166, the higher education standard for specialty 121 “Software Engineering” for 
the first (bachelor’s) level of higher education was approved and implemented 
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(Standard 2018) [88]. The Standard of higher education contains competencies that 
determine the bachelor’s training specifics in specialty 121 “Software Engineering” and 
program results of training. The introduction of the standard was preceded by a long 
work of domestic software engineering (SE) specialist community, the result of which 
was the formation of future SE specialist’ general and special competency-based 
system. 

The rapid development of models, methods and tools of SE and the IT industry as a 
whole raises the question of whether the proposed competency-based system is 
sufficient to form a modern SE specialist capable of professional development and self-
improvement throughout life. A positive answer to this question will contribute to 
improving Ukraine’s position in the IT international labor market, and a negative one 
will preserve the current state of technology development and the programmed lag of 
Ukraine’s IT education from other states. 

To answer this question, it is necessary to determine the ratio of the stable 
(fundamental) and mobile (technological) component in the content of vocational 
training of specialists in SE. As one of the founders of SE Brian Randell (born 1936)  
pointed out that “Those who cannot remember the past are condemned to repeat it. So 
I hope that you will ... to pay a little more attention to the past, ... to take some time to 
read or re-read, for example, the original 1968 NATO Report, ... before you resume 
work on inventing yet another new language or [programming] technique” [7, p. 8]. 
That is why an analysis of the main stages of development of software engineering as 
a branch of knowledge was presented, the fundamental components of the training of 
future software engineers were identified and development trends for this industry for 
the next decade were determined in our previous work [9]. 

The purpose of the article is to analyze the first software engineering specialists 
training model developed under the guidance of Friedrich Ludwig Bauer, and to 
establish its compliance with the current state of SE development and the new higher 
education standard in specialty 121 “Software Engineering”. 

2 The first software engineering training model (1972) 

According to the results of the NATO conference on software engineering 1968 [6] and 
1969 [2] an international experts group led by Friedrich Ludwig “Fritz” Bauer (1924-
2015) developed “Advanced Course on Software Engineering” [1] in late 1971 – early 
1972. The Advanced Course took place February 21 – March 3, 1972, organized by the 
Mathematical Institute of the Technical University of Munich and the Leibniz 
Computing Center of the Bavarian Academy of Sciences. In the Preface to the materials 
of this training program for SE Bauer indicates that the book [1] is the first step towards 
the concentration and systematization of relevant teaching materials: “Our intention in 
the planning of this course was to cover as much as we can at the moment of all the 
aspects of the theme [SE], and to contribute further to the systematization of the field. 
... we think it is essential to point out where the ideas of software engineering should 
influence Computer Science and should penetrate in its curricula ... to your students in 
an academic environment” [1, p. 2]. 
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The developed training program for SE consisted of four sections. 
The first section – “Introduction” – contained two lectures. In the first lecture by 

Keith William “Bill” Morton (born 1930), using concrete examples, describes the 
problems that led to the software crisis and identifies 8 main directions for overcoming 
them when developing application software packages that correspond to learning 
outcomes of the 2018 standard (Table 1). 

Table 1. Directions for overcoming a software crisis 

Main directions for 
overcoming the software crisis 

according to Morton 

Programmatic results for SЕ professionals according to 
Standard 2018 

project management – training of 
staff in appropriate programming 
techniques; setting up standards; 
sub-dividing work into 
manageable parts; monitoring 
progress and quality 

PR22 – to know and be able to apply project management 
methods and tools 

product definition – specifying 
its function; defining user image; 
effects of host operating system 

PR09 – to know and be able to use methods and means of 
collecting, formulating and analyzing software and PR11 – to 
select the initial data for design, guided by formal methods for 
describing requirements and modeling 

design and implementation PR10 – to conduct a pre-project survey of the subject area, a 
system analysis of the design object, PR12 – to put into 
practice effective approaches to software design, PR14 – to 
put into practice the software tools for domain analysis, 
design, testing, visualization, measurement and documenting 
of software and others 

application of different levels 
problem-oriented languages or 
abstract machines hierarchies, 
most suitable for solving applied 
problems 

PR07 – to know and put into practice the fundamental 
concepts, paradigms and basic principles of the functioning of 
language, instrumental and computational tools for software 
engineering and PR15 – motivated to choose programming 
languages and development technologies for solving 
problems of creating and maintaining software 

documentation – selecting levels, 
methods and automatic aids; 
controlling quality; 
disseminating and updating 

PR05 – to know and apply the appropriate mathematical 
concepts, domain, system and object-oriented analysis and 
mathematical modeling methods for software development, 
PR14 – to put into practice the software tools for domain 
analysis, design, testing, visualization, measurement and 
documenting of software and PR16 – to have the skills of team 
development, coordination, design and release of all  program 
documentation types 
 

testing – generation of test data; 
use of test beds 
performance measurement – 
simulation; measurement tools; 
monitoring and optimisation 
maintenance and enhancement  

 
At the end of the lecture, Morton answers the question posed in title – “What the 

Software Engineer Can Do for the Computer User”: improvements to the computer 
systems that computer user has to use; and tools and techniques that software engineer 
can make use of in his own work [1, pp. 4–11]. 
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Jack Bonnell Dennis’ (born 1931) the second lecture of the first section “The Design 
and Construction of Software Systems” examined such basic concepts as “computer 
systems”, “software systems”, “their hierarchy”, “system software”, and “application 
software”, methods for describing software systems, their function, correctness, 
performance and reliability, as well as software projects. 

At the beginning of the lecture, the author sets out his vision of SE as the application 
of principles, skills and art to the design and construction of programs and systems of 
programs, focusing specifically on the sound principles of SE and the extent of their 
applicability. 

Dennis defined a computer system as a combination of hardware and software 
components that provides a definite form of service to a group of “users” [1, p. 13]. 
Therefore, for programming subsystems using the example of the Basic language, the 
author identifies at least three distinct computer systems and corresponding user groups 
(consumers of certain services): 

1. the computer hardware, whose “users” are operating system implementers; 
2. hardware plus operating system, whose “users” are subsystem implementers; 
3. hardware, operating system and Basic language subsystem, which services are 

provided to users of this language. 

Based on this unity, the author defined software systems as the software and hardware 
components that must be added to a specific computer system, called the host system, 
in order to realize some desired function. Thus, the hardware and the operating system 
form the base computer system for a software programming system in the Basic 
language. 

The systems hierarchy is formed by expanding them or defining a new way of 
interacting (linguistic level) with them through translation or interpretation of 
commands. 

System software – a collection of system programs usually forms a hierarchy of 
software systems having these properties: 

1. The collection of programs is implemented under one authority. 
2. The hierarchy of software systems defines a single linguistic level which applies to 

all users of the collection of programs. 
3. Inner linguistic levels of the hierarchy are hidden from the user. 
4. The outer linguistic level of the hierarchy is “complete” for the goals of the 

implementing authority. 
5. The primary means of defining new linguistic levels is partial interpretation. 

Application software – an application program or software system usually has these 
properties: 

1. The programs are expressed in terms of a “complete” linguistic level. 
2. The programs define a new linguistic level by extension, translation, interpretation, 

or by some combination of these techniques. 
3. The linguistic level defined by the program or software system is inadequate for 

defining further linguistic levels. 
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4. A variety of such programs or software systems are available to clients of an 
installation, and are often implemented under different authorities. 

J. B. Dennis determines the description of the software system through the description 
of its software component (expressed in a well-defined programming language), 
hardware component (using a model that reflects the behavior of the hardware 
component in all normal operating conditions of the software system), the base system 
and the linguistic level at which a software system should be implemented. 

The goals of a software system designing are expressed in its desired properties: 
functionality (as the correspondence desired of output with input), correctness (using a 
structural programming style that makes program correctness self-evident, or using 
proof of correctness of software systems or components), performance (the 
effectiveness with which resources of the host system are utilized toward meeting the 
objective of the software system) and reliability (the ability of a software system to 
perform its function correctly in spite of failures of computer system components). 

Dennis’ lecture concludes with a description of the typical tasks that arise when 
developing large software projects. 

2018 Standard defines the following programmatic outcomes relevant to this lecture: 
PR03 – to know the main processes, phases and iterations of the software life cycle; 
PR05 – to know and apply the appropriate mathematical concepts, domain methods, 

system and object-oriented analysis and mathematical modeling for software 
development; 

PR06 – the ability to choose and use the appropriate methodology for creating 
software; 

PR07 – to know and put into practice the fundamental concepts, paradigms and basic 
principles of the functioning of the linguistic, instrumental and computational tools of 
software engineering; 

PR10 – to conduct a pre-design survey of the subject area, a system analysis of the 
design object; 

PR11 – to choose the source data for design, guided by formal methods for 
describing requirements and modeling; 

PR12 – to put into practice efficient approaches to software design; 
PR13 – to know and apply methods for developing algorithms, designing software 

for data structures and knowledge; 
PR14 – to apply in practice the software tools for domain analysis, design, testing, 

visualization, measurement and documenting of software; 
PR15 – motivated to choose programming languages and development technologies 

for solving problems of creating and maintaining software; 
PR22 – to know and be able to apply methods and means of project management. 
The second section – “Descriptional Tools” – contained five lectures. In the first 

lecture “Hierarchies” Gerhard Goos (born 1937) discusses the methodological 
foundations of the decomposition of software systems and their application to the 
development of software and programming languages. 

Goos suggests starting the software systems designing with a description of the 
problem to be solved and the available host system (as interpreted by J. B. Dennis). The 
task can be formally represented by an abstract machine, which from the input data 
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using the program for this machine produces some source data that solve a certain part 
of the problem [1, p. 29]. At the first stage (general system design), a set of software 
components is determined by specifying their external interfaces, each of which solves 
a part of the original problem, realizing it using some functions of an abstract machine. 
The internal behavior of each component is determined at the second stage (detailed 
system design). 

The results of general design can be represented as a network of components – a 
directed graph of arbitrary complexity. The presence of fatal cycles in this reflects the 
complexity of the design process. Goos calls the principle of structuring systems in the 
form of a partial ordered set of layers (including a tree-like or linear structure) 
hierarchical beautification and indicates that its application allows you to divide the 
system into components in such a way that a picture of their interconnections is 
obtained and the contribution of each component to solving the general problem of the 
system is clearly determined. Each layer can be implemented by a specific abstract 
machine, the sequence of which forms a system, and each next (lower) layer provides 
all the necessary tools for the implementation of the previous (higher) layer, and the 
last layer implements an abstract machine, which is identical to the base system. 
Programming language is defined for each level of abstraction that provides access to 
all the functions of an abstract machine of a given level. 

Goos considers hierarchical design as a means of engineering software development 
and production. The main assumption of the author is that operations and data structures 
which are present at the Ai+1 level, but are absent at the Ai level, cannot be used by 
programs running at the Ai level. This assumption provides the possibility of using 
hierarchical ordering as well as testing and debugging tools [1, p. 44-45]. 

Corresponding lecture program results of training according to 2018 Standard: 
PR05 – to know and apply appropriate mathematical concepts, domain methods, 

system and object-oriented analysis and mathematical modeling for software 
development; 

PR07 – to know and put into practice the fundamental concepts, paradigms and basic 
principles of the functioning of the linguistic, instrumental and computational tools of 
software engineering; 

PR17 – to be able to apply the methods of component software development. 
From an engineering point of view Goos examined how programming languages 

affect the program development process and its properties in the second lecture 
“Language Characteristics: Programming Languages as a Tool in Writing System 
Software”. 

Just as natural language affects the thinking of the person who uses it, programming 
language influences its user at least with respect to the following: 

─ The conceptual understanding how a problem can be solved by computer 
─ The range of problems which can be attacked by programming 
─ The set of basic notions available for programming 
─ The style of programming (clarity, robustness, readability etc.) 
─ The meaning of “portability” 
─ The meaning of “efficiency” 
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The lecture established a correspondence between the properties of the languages and 
the properties of the programs described by them, and defined some characteristics of 
“good” programming languages, the main of which is to encourage the programmer to 
write correctly (from an engineering point of view) the designed programs. The author 
paid special attention to the characteristics of high-level system programming 
languages. Goos primarily refers the means of improving the quality of system software 
engineering (creating “good” programs) to structural programming tools (in particular, 
modularity), hierarchical ordering, the use of nesting and visibility, as well as parallel 
execution. 

Corresponding lecture program results of training according to 2018 Standard: 
PR06 – the ability to choose and use the appropriate methodology for creating 

software; 
PR07 – to know and put into practice the fundamental concepts, paradigms and basic 

principles of the functioning of the linguistic, instrumental and computational tools of 
software engineering; 

PR15 – motivated to choose programming languages and development technologies 
for solving problems of creating and maintaining software; 

The third lecture of the second section “Low Level Languages: Summary of a 
Discussion Session” is a synthesis of round table materials prepared by M. Griffiths 
(France), in which F. L. Bauer, G. Goos, M. Griffiths, and other SE experts participated. 
Answering the question of why creating a new low-level programming language, the 
panelists indicate that existing machine languages (assemblers) do not provide support 
for efficient memory allocation and compliance with the programming style, which 
aims to increase the reliability of software. The discussion participants set the following 
requirements for new low-level programming languages: the availability of flow 
control tools (cyclic and conditional statements), support for modularity (at least at the 
procedure level with parameter passing), data structures (with the possibility of type 
conversion, indexing, address arithmetic). Moreover, such languages can be either 
machine-oriented or problem-oriented (such as Forth). 

It was proposed to measure the effectiveness of low-level programming languages 
by three indicators: the complexity of the programmer’s labor, computer time, and 
memory capacity. The panelists noted regarding the programming style the vital role of 
training future system programmers using appropriate tools and a good programming 
style. At the time of the course, the discussion participants considered a successful 
example of a low-level language that meets these requirements, namely a language that 
was used to develop the MULTICS – PL / I operating system, more precisely, its early 
EPL dialect, which significantly influenced the design of the programming language, 
and today it is a reference implementation of the concept developed during the 
discussion – C. 

Corresponding lecture program results of training according to 2018 Standard: 
PR06 – the ability to choose and use the appropriate methodology for creating 

software; 
PR07 – to know and put into practice the fundamental concepts, paradigms and basic 

principles of the functioning of the linguistic, instrumental and computational tools of 
software engineering; 
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PR15 – motivated to choose programming languages and development technologies 
for solving problems of creating and maintaining software; 

The fourth lecture “Relationship Between Definition and Implementation of a 
Language” is related to the main area of M. Griffiths research – the development of 
compilers: “The non-specialist sometimes accuses both computer scientists and 
software engineers of spending all their time on discussions about languages, to the 
detriment of all the ‘real’ problems. Whilst this accusation is net without foundation, it 
must be clearly understood that language is central to the whole problem of software 
engineering. If we cannot supply powerful, well-defined, understandable languages 
with corresponding, economic implementations on existing computing equipment, then 
the programmer can hardly be expected to express himself in a way which will permit 
us to use the term which is the theme of this school.” [1, p. 77]. The lecture discussed 
the impact of language definition on the programs written in the language and on the 
methods used to execute these programs in the computer. 

The author identifies three points of view on the definition of language: 1) the user 
point of view, which focuses on the task, and not on the features of the language 
description (language description as a guide); 2) the compiler developer point of view, 
which seeks to implement all the language described features, even those that very little 
will be used (language description as scripture); 3) the researcher point of view, for 
whom the language description is a complete, formal, mathematically correct set of 
statements that reflect traditional mathematical principles of minimizing the 
interconnected axioms number. 

According to the author, the main thing in determining the language is the absence 
of side effects. He distinguishes two components of semantics for this purpose: static 
semantics is a part of a programming language semantics that is independent of 
program execution and determined at compile time (such as the relationship between 
the use of an identifier and its announcement); dynamic semantics takes into account 
real object manipulations and their values when program execution. 

The leading is the grammatical approach in determining the language syntax, 
particularly using LL (1)-grammars to implement context-free languages. M. Griffiths 
gave a range of examples which demonstrates the influence of the method of 
determining the language on its implementation, showing that the ease, safety, and 
efficiency of the language implementation directly depends on its definition: “It is this 
idea which prompts us to suggest that the definition of a language should foresee its 
implementation, and that the implementation should be strongly directed from the very 
start. There is here a parallel with the architecture of computer hardware, which is likely 
improve conceptually each time the hardware engineer works close enough to the 
software engineer and hence considers the use to which the machine may be put. The 
use to which a language definition is put is in the first instance the implementation, We 
consider, therefore, that a language definition should be in terms of an idealised 
implementation, or at least be accompanied by an “implementers’ guide” [1, pp. 99–
100]. 

The following methods for determining the language are discussed in the lecture: 
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─ two-level grammar (a formal grammar that is used to generate another formal 
grammar), such as the Van Wijngaarden grammar for Algol 68 in conjunction with 
a stylized natural language description of a program interpretation on a hypothetical 
computer; 

─ Vienna Definitions (Vienna Definition Language – VDL), today, it is better known 
as the Vienna Development Method (VDM) – a set of technologies for modeling 
systems, analyzing created models and moving to detailed design and 
programming), which used operational (connotative) semantics that is a way of 
describing a language using sequences of calculation steps, and it is very closely 
connected with the implementation of the system in a programming language, since 
the calculation steps are described in the language of some computer; 

─ expanding languages that consisting of a relatively simple but self-sufficient base 
language, which itself contains extension mechanisms that make it possible to define 
new operators or data types. 

Corresponding lecture program results of training according to 2018 Standard: 
PR05 – to know and apply appropriate mathematical concepts, domain methods, 

system and object-oriented analysis and mathematical modeling for software 
development; 

PR07 – to know and put into practice the fundamental concepts, paradigms and basic 
principles of the functioning of the linguistic, instrumental and computational tools of 
software engineering; 

PR12 – to put into practice efficient approaches to software design; 
PR13 – to know and apply methods for developing algorithms, designing software 

for data structures and knowledge. 
The last lecture in the second section “Concurrency in software systems”, written by 

J. B. Dennis, focuses on large modular programs such as operating systems, compilers, 
or real-time control programs, many interacting parts or modules. Due to the size of 
these, programs, it is essential that the parts be represented in such a way that the 
descriptions of the parts are independent of the pattern in which they are interconnected 
to form the whole system, and so the behavior of each part is unambiguous and correctly 
understood regardless of the situation in which it is used. For this to be possible, all 
interactions between system parts must be through explicit points of communication 
established by the designer of each part. If two parts of a system are independently 
designed, then the timing of events within one part can only be constrained with respect 
to events in the other part as a result of interaction between the two parts. So long as no 
interaction takes place, events in two parts of a system may proceed concurrently and 
with no definite time relationship among them. Imposing a time relation on independent 
actions of separate parts of a system is a common source of overspecification. The result 
is a system that is more difficult to comprehend, troublesome to alter, and incorporates 
unnecessary delays that may reduce performance. This reasoning shows that the notions 
of concurrency and asynchronous operation are fundamental aspects of software 
systems. According to Dennis, such considerations show that the concept of parallelism 
and asynchronous operation are fundamental aspects of software systems. 
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The lecture discusses system models presented as sets of simultaneously acting 
subsystems interacting with each other through certain communication mechanisms. 
The author shows that if the interaction between the subsystems is subject to certain 
environmental conditions, the determinism of the subsystems guarantees the 
determinism of the entire system (the ability to give the same results for different 
launches with the same input data). Such system description is performed using Petri 
nets: the lecture ends with an example of their application to systems with parallel 
processes that interact by means of semaphores, using the synchronization primitives P 
and V by Edsger Wybe Dijkstra. 

Corresponding lecture program results of training according to 2018 Standard: 
PR05 – to know and apply appropriate mathematical concepts, domain methods, 

system and object-oriented analysis and mathematical modeling for software 
development; 

PR07 – to know and put into practice the fundamental concepts, paradigms and basic 
principles of the functioning of the linguistic, instrumental and computational tools of 
software engineering. 

The third section “Techniques” contained four lectures. In the first lecture 
“Modularity” J. B. Dennis deepens the discussion of modularity concept that begun in 
the previous lecture, which is closely related to structural programming as a property 
of computer systems: “A computer system has modularity if the linguistic level defined 
by the computer system meets these conditions: Associated with the linguistic level is 
a class of objects that are the units of program representation. These objects are program 
modules. The linguistic level must provide a means of combining program modules 
into larger program modules without requiring changes to any of the component 
modules. Further, the meaning of a program module must be independent of the context 
in which it is used” [1, p. 130]. 

Dennis considers modularity both in the context of the previous lecture (competition 
with communication) and in the procedural context, when one module calls another 
with a certain input data set, eventually obtaining the result. The lecture considers issues 
arising in the construction of software modules that require the ability to create, expand 
and modify structured data. It is concluded that in order to achieve modularity, a 
computer system must determine a linguistic level that provides an appropriate basic 
representation for structured data: 1) any data structure may occur as a component of 
another data structure; 2) any data structure may be passed (by reference) to or from a 
program module as an actual parameter. 3) a program module may build data structures 
of arbitrary complexity. At this level, the memory should be addressed not by elements 
of a predetermined length, but by data structures. The author considers the main 
memory size of the computer system to be the main limitation on the module size, and 
virtualization is the way to overcome it. 

Significant support for modularity can come from a correctly designed operating 
system – for example, the author gives unique characteristics of Multics that contribute 
to the implementation of the concept under discussion: 

1. A large virtual address space (approximately 230 elements) is provided for each user. 
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2. All user information is accessed through his virtual address space. No separate 
access mechanism is provided for particular sorts of data such as files. 

3. Any procedure activation can acquire an amount of working space limited only by 
the number of free segments in the user’s address space. 

4. Any procedure may be shared by many processes without the need of making copies. 
5.  Every procedure written in standard Multics user languages (FORTRAN, PL/I and 

others) may be activated multiply through recursion or concurrency. 
6. A common target representation is used by the compilers of two major source 

languages – PL/I and FORTRAN. 

These achievements are Multics major contributions toward simplifying the design and 
implementation of large software systems. They were made possible by building the 
Multics software on a machine expressly organized for the realization of a large virtual 
memory and shared access to data and procedure segments [1, p. 161]. 

The last part of the lecture informally presents semantic concepts of the linguistic 
level (common basic language), which can serve for the general presentation of 
program modules expressed by various programming languages. 

Corresponding lecture program results of training according to 2018 Standard: 
PR06 – the ability to choose and use the appropriate methodology for creating 

software; 
PR07 – to know and put into practice the fundamental concepts, paradigms and basic 

principles of the functioning of the linguistic, instrumental and computational tools of 
software engineering; 

PR15 – motivated to choose programming languages and development technologies 
for solving problems of creating and maintaining software; 

PR17 – to be able to apply the methods of component software development. 
The second lecture “Portability and Adaptabilty” by Peter Cyril Poole (1931 – 2017) 

and William M. Waite (circa 1936) begins with the definition of portability as measure 
of the ease with which a program can be transferred from one environment to another, 
and adaptability as measure of the ease with which a program can be altered to fit 
differing user images and system constraints. The major distinction between the two 
concepts is that adaptability is concerned with changes in the structure of the algorithm, 
whereas portability is concerned with changes in the environment. 

The main way to increase program mobility is to use high-level languages, provided 
that: 

─ the basic operations and data types required by the problem are available in the 
chosen language; 

─ the chosen language has a standard definition, and this standard definition is widely 
implemented; 

─ care is taken to avoid constructions which are accepted in the local dialect, but 
prohibited by the standard [1, p. 187]. 

Another way is to use abstract machines on which the mobile program will run.  In this 
case, compilation from a high-level language is first performed on the abstract machine 
language (such as UNCOL – Universal Computer Oriented Language), which must 
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necessarily support at least integers and integer arithmetic, comparison and relational 
operations, symbolic input and output, as well as real numbers and real arithmetic, 
strings (connection, substring selection, lexicographic comparison), input and output of 
memory images, labels and means of control transfer, declarations, arrays and records, 
conditional and cyclic operators, procedures and blocks. At the end of the lecture, the 
authors built abstract machines hierarchy that provide mobility and adaptability and 
level out some of the disadvantages of UNCOL. 

Corresponding lecture program results of training according to 2018 Standard: 
PR05 – to know and apply appropriate mathematical concepts, domain methods, 

system and object-oriented analysis and mathematical modeling for software 
development; 

PR07 – to know and put into practice the fundamental concepts, paradigms and basic 
principles of the functioning of the linguistic, instrumental and computational tools of 
software engineering; 

PR13 – to know and apply methods for developing algorithms, designing software 
for data structures and knowledge; 

PR15 – motivated to choose programming languages and development technologies 
for solving problems of creating and maintaining software. 

At the beginning of the third lecture “Debugging and Testing”, P. C. Poole points 
out that proof of program correctness by formal methods (such as VDM) is too long to 
find errors, so a good software engineer should plan the testing and debugging phase 
[1, p. 279] (moreover, testing in no case does not show the absence of errors – only 
their presence). The standards of software documentation which are discussed in a 
separate lecture, and the “readability” of program code is played an important role in 
this, in particular, the presence of meaningful comments is useful for debugging and 
indispensable for maintaining and improving software. The program code must be 
accompanied by benchmarks and data that must be changed with the code. 

Poole introduced the concept of “guard code” is the use of logical expressions to 
limit computation options [1, p. 287], which he suggests actively using in conjunction 
with the “principle of exceptional suspicion”, which consists in the fact that the module 
should not use any data transmitted to it through the interface without first checking its 
compliance with the interface specification. 

The main methods for fixing at that time were analysis of posthumous dumps, 
debugging output, direct and reverse tracing of the program code part, compilation with 
the inclusion of data for debugging, code documentation (reformatting the text in order 
to highlight the structural elements of the code, creating tables containing all 
procedures, labels and announcements, creating an index of procedure calls, following 
labels and variable references, visualizing control flows, etc.). The author considers the 
interactive setup managed by the user as a promising tool (online debugging). 

Corresponding lecture program results of training according to 2018 Standard: 
PR14 – to apply in practice the software tools for domain analysis, design, testing, 

visualization, measurement and documenting of software; 
PR19 – to know and be able to apply software verification and validation methods; 
PR20 – to know the approaches for evaluating and ensuring the quality of software. 
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Dionysios C. Tsichritzis (born 1943) considers the design and construction of 
reliable software in the last lecture of the section “Reliability”. The author begins the 
review with the remarks of E. V. Dijkstra “Testing can show the presence of errors and 
not their absence” and B. Randell “Reliability is not an add-on feature”, emphasizing 
the main idea of SE is to provide means that will enable the individual medium ability 
to create quality software [1, pp. 319-320]. 

Tsichritzis postulates a number of provisions that affect the reliability of software 
development: 

1. different programming languages prompt programmers to various types of errors, 
which he calls characteristical; 

2. the compiler must identify semantic inconsistencies in the programs text; 
3. programming style in particular: 

 using appropriate variable names and structuring program code; 
 the use of methods such as cross-checking, checking ranges of variable values, 

checking the consistency of data changes, observing the uniqueness of names, 
phased data processing, including error codes in the results; 

4. the impact of protection (a managed software environment with clearly defined rules 
and restrictions) by diagnosing errors as a violation of protection and isolating errors 
in the modules in which they took place; 

5. proof of the program correctness by informal (by introducing checks on the values 
of input, intermediate, and output variables) and by formal (for example, by 
calculating first-order predicates) methods; 

6. program design aimed at improving reliability: 

 structuring a program to facilitate testing; 
 informal verification of the some program parts logical correctness; 
 application of synchronization and process interaction tools; 
 using a hierarchy of abstract machines; 

7. ensuring reliability during program operation by: 

 data integrity using partial or full memory dumps; 
 duplication of key data in different repositories; 
 accounting for hardware failures; 
 availability of program resumption to minimize the failures impact. 

Discussing ways to protect the system as a whole, processes and user data, Tsichritzis 
introduces the concepts of domain (active and potentially aggressive entity) and object 
(passive and potentially vulnerable entity), giving examples of their implementation 
through processes and files. At the virtual machine abstraction level, reliability 
violations are a violation by the user of the operation of their own virtual machine or 
virtual machines of other users. The author uses a matrix apparatus for allocating 
resources between parallel processes in conditions of a lack of resources to describe 
this process. The author offers randomly generated names of synchronization objects 
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(magnum – magic numbers) among the methods used to this day. The lecture discusses 
in detail the data protection mechanisms in file systems that should be implemented in 
the kernel of the operating system. 

The author interprets the concept of data security (information security, data security 
or cybersecurity) as controlling access to privileged data stored in large scalable data 
banks in three categories [1, p. 357]: 

1. information privacy involves issues of law, ethics and judgment controlling the 
access of information by individuals; 

2. information confidentiality involves rules of access to data; 
3. information security involves the means and mechanisms to ensure that privacy 

decisions are enforceable. 

Tsichritzis distinguishes between protection and data security in the following way: 
protection concerns only access control to data in the operating system without taking 
into account the nature of data, and for information security tasks the information 
system is considered as a whole, and not just a computer-based system. The active 
elements of the information system are people, and the nature and content of the data 
are taken into account when providing access to them. That is why the author considers 
examples of information security tasks not on file systems, but on database 
management systems. 

The author considers the following important tasks of information security: 

a. at the login level: user identification, authentication, monitoring of resource use; 
b. at the file system level: determining available files, user identification, password-

controlled file properties, cryptographic protection; 
c. at the data protection level: data separation of various users, data integrity, 

backup, reliable deletion of protected data; 
d. restrictions on use (in particular, forced logout due to non-standard actions). 

Corresponding lecture program results of training according to 2018 Standard: 
PR05 – to know and apply appropriate mathematical concepts, domain methods, 

system and object-oriented analysis and mathematical modeling for software 
development; 

PR06 – the ability to choose and use the appropriate methodology for creating 
software; 

PR07 – to know and put into practice the fundamental concepts, paradigms and basic 
principles of the functioning of the linguistic, instrumental and computational tools of 
software engineering; 

PR08 – to be able to develop a human-machine interface; 
PR11 – to choose the source data for design, guided by formal methods for 

describing requirements and modeling; 
PR14 – to apply in practice the software tools for domain analysis, design, testing, 

visualization, measurement and documenting of software; 
PR18 – to know and be able to apply information technology for processing, storage 

and data transfer; 
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PR19 – to know and be able to apply software verification and validation methods; 
PR20 – to know the approaches for evaluating and ensuring the quality of software; 
PR21 – to know, analyze, choose, and skillfully apply information security 

(including cybersecurity) means and data integrity in accordance with the tasks being 
solved and the software systems being created. 

The fourth section “Practical aspects” is the largest in the entire course and includes 
six lectures. D. Tsichritzis formulates the general goal of software project management 
in the first lecture of “Project management” that is “production of the desired product 
for specific design goals, specifications and available resources” [1, p. 375]. To achieve 
this goal the author suggests setting up developer communications (through the use of 
common documentation, frequent informal communication and regular meetings of 
small development groups), organizing developers (by identifying a person who has a 
systematic view of the project, attracting developers to other components of the project 
and reducing management formalism) and set control points. 

Among the software project development tools Tsichritzis pays special attention to 
information system modeling tools (for example, Petri nets are such a tool for 
describing parallel processes) and computer-aided design software systems, some of 
which (such as Project LOGOS) are significantly ahead of their time. The main 
difference between small and large software projects, in his opinion, is the number of 
management levels: there should be at least two of them. The issues of reducing the 
time for implementing software projects and requirements for managers of large 
projects are discussed at the end of the lecture. 

Corresponding lecture program results of training according to 2018 Standard: 
PR03 – to know the main processes, phases and iterations of the software life cycle; 
PR04 – to know and apply professional standards and other normative legal 

documents in the field of software engineering; 
PR05 – to know and apply appropriate mathematical concepts, domain methods, 

system and object-oriented analysis and mathematical modeling for software 
development; 

PR11 – to choose the source data for design, guided by formal methods for 
describing requirements and modeling; 

PR12 – to put into practice efficient approaches to software design; 
PR14 – to apply in practice the software tools for domain analysis, design, testing, 

visualization, measurement and documenting of software; 
PR16 – to have the skills of team development, coordination, design and release of 

all program documentation types; 
PR18 – to know and be able to apply information technology for processing, storage 

and data transfer; 
PR22 – to know and be able to apply methods and means of project management; 
PR23 – to be able to document and present the results of software development. 
In the second lecture of the section “Documentation”, G. Goos poses 8 questions 

that various types of documentation should answer (Table 2) [1, p. 386]. 
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Table 2. Types of documentation (by G. Goos) 

Questions user’s 
guide 

conceptual 
description 

design 
documentation 

product 
documentation 

How to use a program?     
What is the state of the project?     
What are the overall 
specifications of the project? 

    

Which models are used to 
subdivide the program and to 
interface different modules? 

    

Which basic models are used for 
the modules? 

    

Flow of control and flow of data 
through the program 

    

Detailed description of data.     
What is the meaning of the error-
messages? 

    

 
Short but comprehensive answers to these questions are one of the conditions for the 

success of the project – “if programmers cannot get a clear understanding how their 
work is related to the work of others they must fail because they usually start from 
wrong assumptions about their environment” [1, p. 387]. 

Creating a user manual (introductory manual, reference manual and operator's guide) 
starts first and ends last. The Introductory manual not only describes the standard ways 
of using the program, serving as a kind of “program cookbook”, but also is the basis 
for its advertising and sale. 

The conceptual description is developed during the project as its general description, 
the project documentation describes the current state of the project at the design phase 
and is the basis for the design phase, and the product documentation (including with 
the program text) describes the current state of the project at the design and maintenance 
phases. Inclusion in the final program text is necessary for cross-referencing interface 
modules, data, and algorithms. 

Keeping documentation up-to-date is an important task for which Goos suggests 
using distributed text-based documentation systems with timestamp support. 

Corresponding lecture program results of training according to 2018 Standard: 
PR04 – to know and apply professional standards and other normative legal 

documents in the field of software engineering; 
PR14 – to apply in practice the software tools for domain analysis, design, testing, 

visualization, measurement and documenting of software; 
PR16 – to have the skills of team development, coordination, design and release of 

all program documentation types; 
PR23 – to be able to document and present the results of software development; 
PR24 – to be able to calculate the cost-effectiveness of software systems. 
The third lecture “Performance Prediction” is one of the largest in the section. Its 

author Robert M. Graham (born 1929) was one of the first experts in the field of 
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cybersecurity. He was responsible for security mechanisms, dynamic linking, and other 
key components of the operating system kernel in the Multics project. 

Using the operating systems design and development as an example, the author 
offers criteria and methods for evaluating the performance of software systems, and 
also analyzes the impact of these scopes on software development and implementation 
processes. In this context, the author considers performance as the efficiency of using 
system resources when realizing software goals. The author emphasizes the importance 
of modeling systems to assess their efficiency and productivity. According to the 
author, the model of a software system reflects the relationship between the variables 
of this system to varying degrees. The model complexity is directly related to the system 
complexity and the ways to use it. For simple systems, the model will be so simple that 
it can exist only in the designer imagination. Due to increase of complexity, there is a 
need to reflect the system model in some exact and formal way. Graham notes that a 
complete, detailed description of a system, for example, its program code, is also 
actually the model. As a rule such a model is not useful, because it contains a large 
amount of redundant information and does not clearly demonstrate the relationship 
between the main variables: “A model is an abstraction containing only the significant 
variables and relations. Hence, it is usually much simpler than the system which it 
models. How much simpler will depend heavily on the expected use of the model and 
the precision desired in the results of its use” [1, p. 404]. 

Conceptually, a model is a function or a set of functions in which the system 
parameters used to characterize system performance are expressed as functions of the 
main variables of the system. The author emphasizes that “the performance of a system 
is not a constant number, rather it is a function, or several functions, whose values 
depend on the input. In order to characterize the performance of a given system we have 
to express these functions and this expression is a model of the system” [1, p. 404]. 

Thus, an important component of the professional training of specialists in software 
engineering is the mastery of the methods and means of formal description of software 
system models. 

The author identifies two basic types of models: analytical and logical. The 
analytical model does not reflect the system structure. Actually, it is a set of 
mathematical equations which express the relations which exist between the basic 
system variables and the performance parameter. These equations are then solved for 
the dependent variables, that is, for the performance parameters. After solving these 
equations the system’s performance is completely known since graphs of the 
performance parameters can be plotted from the resulting mathematical expressions. 
On other hand a logical model mirrors closely the structure of the system being 
modeled. It is important to obtain accurate expressions for evaluating performance from 
this model. However, a logical model often includes mathematical equations which 
express some of the relations between variables. 

Graham provides a description of processor time planning algorithms in operating 
systems as an example of the analytical model implementation. The author emphasizes 
the stochastic nature of such a model, but anticipating certain ranges of variables values 
in the system and the probability of these values, we can evaluate the expected 
performance of the system. 
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According to the author, one of the simplest and most obvious logical system model 
is its representation in the form of a directed graph. Examples of such graphs are 
flowcharts. In the general case, such a graph nodes are certain system states (variables 
values), and arcs are the processes or actions that are necessary for the transition from 
one state to another. We get the opportunity to evaluate and measure system 
performance by evaluating the time or other resources needed for such transitions. 

Graham pays particular attention to simulation models as the most general and 
flexible way to evaluate the performance of software systems and demonstrates the use 
of these models in the operating systems design. 

Among the problems that arise in the development of performance models, Graham 
underlines the model adequacy, the characterization of the tasks or desired system 
properties, and the simulation results interpretation. The author suggests using 
specialized modeling languages to describe the models, which should contain the ability 
to describe classes and their attributes, activities and events, as well as support queues, 
various probability distributions, and tools for collecting and analyzing data. The 
fundamental nature of this approach is emphasized by the fact that with the 4 general-
purpose modeling languages that the author mentions – GPSS, SIMSCRIPT, SIMULA 
and CSL – only CSL is currently obsolete. Simula 67 became the basis for the 
development of C ++ and Java, and the latest versions of aGPSS (1.30) and 
SIMSCRIPT III (Release 5.0) which is generally date from 2019. 

Special-purpose modeling languages are modeling languages of operating systems, 
both existing and those that have not yet been created. Simulation systems for these 
languages contain information about the hardware and language constructs for its 
description. The third lecture of the section ends with examples of such languages use. 

Corresponding lecture program results of training according to 2018 Standard: 
PR05 – to know and apply appropriate mathematical concepts, domain methods, 

system and object-oriented analysis and mathematical modeling for software 
development; 

PR07 – to know and put into practice the fundamental concepts, paradigms and basic 
principles of the functioning of the linguistic, instrumental and computational tools of 
software engineering; 

PR10 – to conduct a pre-design survey of the subject area, a system analysis of the 
design object; 

PR14 – to apply in practice the software tools for domain analysis, design, testing, 
visualization, measurement and documenting of software; 

PR20 – to know the approaches for evaluating and ensuring the quality of software. 
The fourth lecture “Performance measurements” by Calvin Carl “Kelly” Gotlieb 

(1921 – 2016) has been called the “Father of Computing” in Canada – in 1948 he was 
part of the first team in Canada to build computers and to provide computing services, 
and in 1950, he created the first university course on computing in Canada. Gradually, 
his interests shifted towards the socio-economic consequences of ICT use, which led to 
his authorship and the chapter on the economics of software engineering. 

C. C. Gotlieb indicates that performance measurements are needed when: 

─ installing a new computing system; 
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─ changing the configuration or “tuning’ it to improve throughput; 
─ comparing systems to determine technological improvements, economies of scale 

and cost/benefit ratios. 

The author refers to measuring performance methods: 

1. Establishment of quality indicators (figures of merit) based on the rating (weight) of 
system components, in particular – empirical Grossch’s law in 1953, formulated by 
Herbert Reuben John Grossch (1918 – 2010): “giving added economy only as the 
square root of the increase in speed-that is, to do a calculation ten times as cheaply 
you must do it one hundred times as fast” [3, p. 310]. Gotlieb points out that value 
should be the common indicator of productivity, formulating Grosch’s law as 

퐶 = 퐾√퐸, 

where 퐶 is the cost, 퐾 is a constant, 퐸 is the effectiveness measured in speed, 
throughput etc. Thus, productivity is proportional to the square of the cost. 

The author proposes for a more accurate assessment to determine the system 
performance by linking attributes number with each characteristic of the system, 
taking into account the weight of each attribute determined by the expert assessment 
method. The overall performance metric is calculated as a weighted sum of 
characteristics. 

2. Launching a set of “kernel”, “benchmark” or synthetic tasks. By “core” (kernel) the 
author understood a general-purpose benchmark program, for each component of 
which the necessary measurements (runtime, etc.) were made. Then the performance 
of two computer systems was compared one relative to the other by launching a 
“kernel” on each of them. A “benchmark” program is a special program designed to 
evaluate performance (performance test). Performance measurement was a side 
effect in the “kernel”, but it is the main purpose for a “benchmark” program. 
Synthetic programs are designed to comprehensively check the stability of the 
system in normal and forced modes. Today, all these types of tasks are considered 
as a component of performance test (benchmarking). 

3. Observing and measuring using hardware and software monitors at three levels: 

 the number of program calls, the estimated time to complete the task, the time 
spent on for completing of the task stages, the selected parameters of the 
execution time, kernel utilization, reading and writing, printing, rotation time, 
selected priorities, cost, diagnostics called at the system level is measured at the 
user tasks level; 

 the resource distribution, the channels and input/output operations activity, the 
task queues and system queues length, service time, etc. are measured at the 
system level; 

 the traffic and task flows, service utilization, resource allocation, operator actions 
and interventions, user requests, requests and complaints, expense and income 
statistics are measured at the hardware level. 
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4. Analytical or simulation modeling of the systems. 

The last method is perhaps the only tools available at the software design stage when a 
preliminary performance assessment is performed. The first three methods are more 
often used to evaluate existing systems and alternative configurations. 

Corresponding lecture program results of training according to 2018 Standard: 
PR05 – to know and apply appropriate mathematical concepts, domain methods, 

system and object-oriented analysis and mathematical modeling for software 
development; 

PR19 – to know and be able to apply software verification and validation methods; 
PR20 – to know the approaches for evaluating and ensuring the quality of software. 
In the fifth lecture of “Pricing mechanisms” section by C. C. Gotlieb shows that 

pricing serves an important role in allocating service resources and rationalizing 
planning. Price levels are determined by costs, but also by policy considerations. The 
different methods of setting levels, along with some of the resulting implications and 
requirements are examined in the lecture. 

The author refers to the main cost components as salaries (specialists in 
management, operational, applications, development) and fringe benefits (pension, 
insurance, health plan contributions etc.), equipment (purchase or rental payments, 
maintenance, communication costs, office equipment), supplies (cards, paper, tapes, 
documentation), software (purchased, leased, developed in-house), site (space, 
preparation costs, utilities), overhead (use of purchasing and maintenance services, 
library), miscellaneous (travel, advertising, user manuals, etc.). 

The author analyzes the computer services market, which was formed at that time, 
and offers examples of various pricing models. 

Corresponding lecture program results of training according to 2018 Standard: 
PR18 – to know and be able to apply information technology for processing, storage 

and data transfer; 
PR24 – to be able to calculate the cost-effectiveness of software systems. 
Hans Jørgen Helms (1931–2010) was one of the co-chairs of the 1968 NATO 

conference program committee and the author of the last lecture in the section 
“Evaluation in the Computing Center Environment”, which completes the course. In 
1965-1974 he was one of the leading employees of the first Scandinavian 
supercomputer center – Northern Europe University Computing Center at Technical 
University of Denmark. Working since 1974 as part of the European Commission, he 
headed the Joint Research Center of the Science, Research and Development 
Directorate, which he left in 1995 as Director-General. 

Helms points out that this lecture relates not so much to software engineering as to 
the use of designed and developed programs to provide various services to various user 
groups. Therefore, the author refers to the computer center environment as a people 
community using the services of a particular computer system: an airline ticket agent 
uses a seat reservation system; typist uses a text editing system; bank teller uses an 
online accounting system; a manager uses a management information system; 
consulting engineer uses standard engineering programs from the terminal in his office; 
chemist develops programs to solve own research problems; a student solves tasks from 
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a computer science course; programmer develops programs for the customer, etc. [1, 
p. 504]. 

Computing Centre environment is a large, distributed user community that accesses 
the computing services of remote computers through network terminals. Based on the 
analysis, the author indicates the directions of the corresponding software optimization 
for various indicators (runtime, service time, etc.) in order to meet the needs of a 
growing number of users and avoid potential service “bottle-necks”. 

The author notes the commonality of university computer centers that provide 
services without considering their profitability with other providers of utilities, such as 
postal or transport. As was shown in [5], it was precisely such utility computing services 
that later transformed into cloud technologies [4]. 

Corresponding lecture program results of training according to 2018 Standard: 
PR08 – to be able to develop a human-machine interface; 
PR18 – to know and be able to apply information technology for processing, storage 

and data transfer; 
PR21 – to know, analyze, choose, and skillfully apply information security 

(including cybersecurity) means and data integrity in accordance with the tasks being 
solved and the software systems being created. 

3 Conclusions 

1. The first model of training in software engineering developed under the leadership 
of F. L. Bauer not only summarized existing experience of the early 1970s  of 
training various software engineering components but also systematized it into the 
relevant training components. Despite the almost fifty-year age of the course 
materials, a significant part of them became the fundamental foundation of software 
engineering, determined the further development of the corresponding theory and 
empirical generalization. 

2. The systematic nature (all sections and chapters are interconnected and cross-linked) 
and scalability (from a two-week intensive to preparing a bachelor's degree) of the 
proposed training program largely corresponds to the idea of designing evolutionary 
software. The analysis of the course content not only showed a number of problems 
regarding the relationship between the stable (fundamental) and rapidly changing 
(technological) components of the training content, but also provided an opportunity 
to identify the links between the training of a specialist in software engineering and 
training in computer science, computer engineering, cybersecurity, information 
systems and technology. 

3. The analysis of the ratio of the program results of training SE specialists according 
to F. L. Bauer model (1972) and 2018 Standard provided the opportunity to establish 
that: 
a. the ability to analyze, purposefully search and select information and reference 

resources and knowledge necessary for solving professional tasks, taking into 
account modern achievements of science and technology, should be formed in 
academic disciplines preceding professional practical disciplines of SE specialist 
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training and developed in the process of professional training and further 
professional activity; 

b. the acquisition of knowledge of professional ethics codes, understanding of the 
social significance and cultural aspects of software engineering and their 
observance in professional activities require separate focused work of the teacher 
and students both in a separate academic discipline and in the process of 
professional training; 

c. the fundamental core of SE specialist training should ensure that students achieve 
these leading learning outcomes: PR07 – to know and put into practice the 
fundamental concepts, paradigms and basic principles of the functioning of the 
linguistic, instrumental and computational tools of software engineering; PR05 – 
to know and apply appropriate mathematical concepts, domain methods, system 
and object-oriented analysis and mathematical modeling for software 
development; PR14 – to apply in practice the software tools for domain analysis, 
design, testing, visualization, measurement and documenting of software. The 
development of the relevant competencies of future SE specialists must be carried 
out in teaching all the disciplines of professional training; 

d. F. L. Bauer model (1972) paid insufficient attention to the engineering and socio-
economic foundations of the SE specialist professional activities, which are 
largely reflected in 2018 Standard. 

4. Prospects for further research include an analysis of the relationship between the 
content of the general professional competencies of the bachelor of SE according to 
2018 Standard and alternative domestic and foreign standards. 
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Abstract. One of the relevant current vectors of study in machine learning is the 
analysis of the application peculiarities for methods of solving a specific 
problem. We will study this issue on the example of methods of solving the 
clustering problem. Currently, we have a considerable number of learning 
algorithms which can be used for clustering. However, not all methods can be 
used for solving a specific task. The article describes the technology of empirical 
comparison of methods of clustering problem solving using WEKA free software 
for machine learning. Empirical comparison of data clustering methods was 
based on the results of a survey conducted among students majoring in Computer 
Sciences and dedicated to detecting signs of Internet addiction (IA) as 
behavioural disorder that occurs due to Internet misuse. Empirical comparison of 
Expectation Maximization, Farthest First and K-Means clustering algorithms 
together with the application of the WEKA machine learning system had the 
following results. It described the peculiarities of application of these methods in 
feature clustering. The authors developed data instances’ clustering models to 
detect signs of Internet addiction among students majoring in Computer Sciences. 
The study concludes that these methods may be applicable to development of 
models detecting respondent groups with signs of IA related disorders. 

Keywords: Empirical Comparison, Machine Learning, Clustering, Internet 
addiction (IA), IA detection, Internet disorders, Expectation Maximization, 
Farthest First, K-Means. 

1 Introduction 

One of research directions in machine learning is the empirical analysis of methods of 
solving a specific problem. Let us study this issue on the example of methods of solving 
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the clustering problem. Clustering methods are statistic methods of data analysis that 
enable people to group the given selection of data samples into clusters, classes, taxons 
depending on the value of their attributes; each of these groups has certain 
characteristics. The main idea is to use several clustering methods in order to carry out 
an empirical comparison study and determine which methods ensure the most optimal 
data grouping while solving a specific problem. 

Machine learning classifies clustering problems as problems for unsupervised 
learning. Currently, there is a considerable number of machine learning algorithms that 
can be used for clustering, for instance, Expectation Maximization, K-Means, 
Hierarchical Clustering etc. But not all of them are suitable for solving a specific 
problem. Data clustering algorithms differ by the cluster model type, the algorithm 
model type, the nesting hierarchy of clusters, the way of implementation depending on 
the data set etc. Because of this, there are also certain requirements to the data set 
parameters. 

Popular software products used in machine learning include TensorFlow, WEKA, 
MATLAB, MXNet, Torch, PyTorch, Microsoft Azure Machine Learning Studio and 
others. 

In this article, we use the WEKA (Waikato Environment for Knowledge Analysis) 
free machine learning software [19]. The free WEKA machine learning system gives 
direct access to the library of implemented algorithms written in Java. 

Analysis of contemporary studies and publications shows that the issue of analysis 
and selection of the machine learning method, which would be optimal for processing 
a concrete data set, is popular in the scientific circles. A considerable number of these 
studies is dedicated to the application of machine learning methods in the fields of 
healthcare and life safety. 

In their article A Performance Comparison of Machine Learning Classification 
Approaches for Robust Activity of Daily Living Recognition scientists Rida Ghafoor 
Hussain, Mustansar Ali Ghazanfar, Muhammad Awais Azam, Usman Naeem and 
Shafiq Ur Rehman studied the application of the machine learning classification 
methods to find ways to ensure independent daily living of people who have 
Alzheimer’s disease [7]. The idea of the study is to analyze the data registered by 
different equipment in order to determine the changes in a person’s behavior that are 
relevant for the daily life and social interaction. The paper gives a comparison of the 
efficiency levels of five machine learning classification techniques used for the 
recognition of a person’s activity (and his/her psychological status). Experimental 
findings show that compared to traditional methodologies, these approaches give better 
results in determining the activity of the person and his/her psychological and 
behavioral peculiarities. 

Jonas Krämer, Jonas Schreyögg and Reinhard Busse studied the speed and efficiency 
of medical aid provision using the databases of the Hospital ER [13]. Applying the 
Random forest algorithm, the authors developed the model based on the data about the 
patient’s provisional diagnosis. The use of the controlled machine learning method and 
model training based on the opinion of a specialized doctor allowed them to achieve 
high forecasting accuracy (96%) as well as the area under the receiver operating curve 
(>0.99). 
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Abdulhamit Subasi, Jasmin Kevric and M. Abdullah Canbaz developed a hybrid 
model of detecting epileptic fits using the Genetic Algorithm (GA) and Particle Swarm 
Optimization (PSO) to determine the optimal parameters of application of the Support 
Vector Machine (SVM) algorithm [17]. The hybrid algorithm that they suggested can 
demonstrate data set classification accuracy of up to 99.38%. 

A considerable number of papers appeared, which are dedicated to diagnosing 
Internet addiction (IA) and studying the mechanisms of this disorder among various 
social groups. The appearance and use of the Internet has many benefits. However, at 
the same time, disorders related to pathological use of the Internet are becoming a social 
as well as a psychological problem. Currently, we face an important psychological, 
sociocultural and educational issue of detection and prevention of certain pathologies 
and steady premorbid conditions (state before the disease) caused by inadequate 
Internet use. Cases of IA were first mentioned in 1995 and attracted considerable 
attention. Issues related to this one became the research subject of many scientists, 
including Lyudmyla Yuryeva and Tatyana Bolbot [10], Marharyta Derhach [4] and 
others. Internet Addiction Disorder (IAD) is also called Pathological Internet Use 
(PIU). The term “Internet Addiction” was first suggested by Ivan K. Goldberg in 1995. 
He describes net addiction as a specific pathology characterized by a wide spectrum of 
behavioral and impulse control disorders (lack of control, absence of voluntary 
regulation) [1]. In 1996 Goldberg made the first attempt to determine groups of 
behavioural and psychological signs and symptoms of IA [18], namely: tolerance; 
abstinence syndrome; difficulties in voluntary regulation of Internet-behaviour; 
increase of time and financial investments in things related to Internet or computer use; 
a shift of a person’s interests towards Internet-related activities; extensive Internet use 
that leads to maladjustment. In 1998 Kimberly S. Young defined IAD as an impulsive-
compulsive disorder, which has specific signs or addictions [20; 21]: cyber-sexual 
addiction, cyber-relationship addiction, net compulsions, information overload and 
computer addiction. IAD is not officially included into ICD-11 for Mortality and 
Morbidity Statistics (Version: 04/2019), however, in section 6C51 Gaming disorder the 
“Gaming disorder” is described as a “pattern of persistent or recurrent gaming 
behaviour (‘digital gaming’ or ‘video-gaming’), which may be online (i.e., over the 
Internet)” [8]. 

Even though the problem of IA is becoming more and more relevant, there are not 
enough scientific papers dedicated to the study of this issue with the help of machine 
learning methods. Let us look at some of them. On the basis of the Support Vector 
Machine algorithm, including the C-SVM and ν-SVM, and applying the Student’s t-
test to the data set of the survey conducted among 2,397 Chinese students, scientists 
Zonglin Di, Xiaoliang Gong, Jingyu Shi, Hosameldin O. A. Ahmed and Asoke K. 
Nandic proved the utility of using machine learning methods for detecting and 
forecasting the risk of IA [5]. Wen-Huai Hsieh, Dong-Her Shih, Po-Yuan Shih and 
Shih-Bin Lin suggested using the EMBAR protected system of web-services based on 
the ensemble classification methods and case-based reasoning to study the IA of the 
users and prevent the development of this disorder at the initial stages [6]. Hong-Ming 
Ji, Liang-Yu Chen and Tzu-Chien Hsiao are currently continuing their research, which 
aims to create an IA detector that would work in a real-time mode [9]. The authors 
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suggest studying this issue using an adapted system of continuous real-coded variables 
(XCSR), which determines the level of Internet addiction (high-risk and low-risk) on 
the basis of the information about the Internet users using the Chen Internet addiction 
scale (CIAS) or respiratory instantaneous frequency (IF) [9]. 

Thus, based on the above presented statement of the problem as well as taking into 
consideration the insufficient amount of research on the application of machine learning 
methods to IA diagnosing, we determine the aim of our research, which is to conduct 
an empirical comparison of clustering methods within the WEKA machine learning 
system in the course of studying the IA disorder among students majoring in Computer 
Sciences.  

2 Selection of methods and diagnostics 

Data regarding the spread and severity of IA among students majoring in Computer 
Sciences were received from an online survey, which used a questionnaire drafted with 
the help of Google Forms. 263 students majoring in Computer Sciences and coming 
from different oblasts of Ukraine participated in the experimental study. The data set is 
presented in the ARFF format and consists of 8 attributes (Fig. 1). The data set contains 
the fields described in Table 1. 

 
@relation answer_IA 
 
@attribute age numeric   
@attribute sex {female,male} 
@attribute 3 {no,undefined,yes} 
@attribute 4 {no,undefined,yes} 
@attribute 5 {no,undefined,yes} 
@attribute 6 {no,undefined,yes} 
@attribute 7 {no,undefined,yes} 
@attribute 8 {no,undefined,yes} 
 
@data 
18,male,yes,no,no,no,no,yes 
28,male,undefined,no,no,no,no,yes 
20,female,yes,yes,yes,no,no,no 
22,male,yes,no,no,no,no,no 
… 

Fig. 1. Data set on the state of IA among students majoring in Computer Sciences, presented in 
the ARFF format 

Cluster analysis is one of the tasks of database mining. Cluster analysis is a set of 
methods of multidimensional observations or objects classification, based on defining 
the concept of distance between the objects and their subsequent grouping (into 
clusters, taxons, classes). The selection of a concrete cluster analysis method depends 
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on the purpose of classification [12]. At the same time, one does not need a priori 
information about the population distribution. This approach is based on the following 
presuppositions: objects that have a certain number of similar (different) features group 
in one segment (cluster). The level of similarity (difference) between the objects that 
belong to one segment (cluster) must be higher than the level of their similarity with 
the objects that belong to other segments [12].  

Table 1. Data structure on the state of IA among students majoring in Computer Sciences. 

Attributes Сontents/Questions Type Statistics 
age Age of the student Numeric  Minimum 16 

Maximum 59 
Mean 19.756 
StdDev 6.806 

sex  Student’s sex Nominal Female 199 
Male 63 

3 Can’t imagine my life without the 
Internet 

Nominal yes 184 
undefined 39 
no 39 

4 When I cannot use the Internet I fell 
anxiety, irritation 

Nominal yes 81 
undefined 134 
no 47 

5 I like “surfing” the Net without a 
clearly defined purpose 

Nominal yes 121 
undefined 112  
no 29 

6 I can abstain from food, sleep, going 
to classes, if a have a chance to use 
the Internet for free 

Nominal yes 248 
undefined 7  
no 7 

7 I prefer meeting new people over the 
Internet rather than in real life 

Nominal yes 185 
undefined 37 
no 40 

8 I often feel that I’ve spent not enough 
time playing computer games over 
the Internet, I constantly wish to play 
longer 

Nominal yes 178 
undefined 61 
no 23 

 
Let us look at one of cluster analysis algorithms [12]. 
Output matrix: 

 X =
x ⋯ x
⋮ ⋱ ⋮

x ⋯ x
. 

Let us move to the matrix of standardized Z values with elements: 

 z = ; 

where j = 1, 2, …, n – index number, і = 1, 2, ... , m – observation number; 
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 x = ∑ x ; 

 s = ∑ (x − x ) = x − (x ) . 

There are several ways to define the distance between two observations zi and zv: 

1. weighted Euclidean distance, which is determined by the formula 

 ρ (z , z ) = ∑ w (z − z ) ; 

where wl is the “weight” of index; 0<wl≤1; if wl=1 for all l = 1, 2, …, n, then we get the 
usual Euclidean distance 

 ρ (z , z ) = ∑ (z − z ) ; 

2. Hamming distance: 

 ρBH(zi,zv) = ∑ |zi -zv |; 

in most cases this way of distance measuring gives the same result as the usual 
Euclidean distance, but in this case the influence of non-systemic large differences 
(runouts) decreases;  

3. Chebyshev distance: 

 ρBCH(zi,zv) = max|zi -zv |; 

it is best to apply this distance in order to determine the differences existing between 
the two objects using only one dimension;  

4. Mahalanobis distance: 

 ρBМ(zi,zv) = (푧 − 푧 ) 푆 (푧 − 푧 ), 

where S is covariance matrix; this distance measurement gives good results when 
applied to a concrete data group, but it does not work very well, if the covariance matrix 
is calculated for the whole data set; 

5. Distance between peaks: 

 ρBL(zi,zv) = ∑ |zi -zv |
zi +zv

; 

presupposes independence of random variables, which indicates the distance in the 
orthogonal space.  

It is best to choose from the above described distance measures after the 
consideration of the structure and characteristics of the data sample. 

Let us present the received measurements in the form of distance matrix: 
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 R =

⎝

⎜
⎛

0 ρ ρ … ρ
ρ 0 ρ … ρ
…
ρ…
ρ

…
ρ…
ρ

…
ρ…
ρ

…
……
…

…
ρ…
0 ⎠

⎟
⎞

. 

As the R matrix is symmetric, i.e. ρiv=ρvi, we may confine ourselves to off-diagonal 
matrix elements. 

Using the distance matrix, we can implement the agglomerative hierarchic procedure 
of cluster analysis. Distances between clusters are determined as the closest or the 
farthest ones. In the first case, the distance between the clusters is the one between the 
closest elements of these clusters, in the second case, it is the one between the two 
farthermost located. The principle of the work of agglomerative hierarchic procedures 
lies in a consequent grouping of elements, starting from the ones closest to each other 
and those that are farther and farther apart. During the first step of the algorithm, every 
observation zі (i = 1, 2, ..., m) is viewed as a separate cluster. Then, during every next 
step of the work of the algorithm, two closest located clusters are grouped together and 
then once again the distance matrix is built, but its dimension decreases by one. The 
algorithm stops its work when all the observations are grouped into clusters. 

Let us look at the algorithms we used while clustering the data set regarding the state 
of IA disorder among students majoring in Computer Sciences: 

1. EM (Expectation Maximization)  

Determines the probability distribution for every object, which indicated its 
belongingness to each cluster. EM methods [11]: Maximum Likelihood Estimation 
(MLE) or Maximum a Posteriori (MAP). Description of the algorithm is shown in 
Fig. 2 [11]: at the E-stage (expectation) we calculate the estimated likelihood; at the M-
stage (Maximization) we calculate the maximum likelihood estimation, increasing the 
expected likelihood, calculated at the E-stage; its value is used for the E-stage at the 
next iteration. The algorithm is repeated until its convergence. 

 
Fig. 2. Description of how the algorithm ЕМ works from 10,000 feet [11]. 

2. K-Means algorithm 
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Aims to partition n observations into k clusters in such a way that each observation 
belongs to the cluster with the nearest mean value. The shortest distance between the 
observations and the nearest mean value may be calculated by minimizing the sum of 
squares of the distances [14] (Fig. 3). 

 
Fig. 3. K-Means algorithm [14]. 

3. Farthest First algorithm 

This is a modification of a K-Means algorithm, in which the initial selection of centroids 
is 2 and higher. Centroids are determined following the remoteness principle, i.e. the 
point farthest from the rest is selected first. The Farthest First algorithm is described in 
Fig. 4 [3]. 

 
Fig. 4. Farthest-first traversal of a data set [3]. Take the distance from a point x to a set S to be 

d(x, S) = miny∈S d(x, y) [3]. 

3 Results and Discussion 

To cluster data using the WEKA platform, we will use Weka.clusterers.EM, 
Weka.clusterers.SimpleKMeans and Weka.clusterers.FarthestFirst algorithms [19]. 

We check the application of clustering algorithms that can be assigned to two classes 
of clustering algorithms, i.e. distribution based (Expectation Maximization) and 
centroid-based (K-Means, Farthest First). Such selection is motivated by the fact these 
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algorithms have long been used to cluster different types of data in many fields and are 
considered to be effective. 

Dunn, DB, SD, СDbw and S_Dbw were selected as validity indices for testing [2; 
15; 16] (Table 2). In the CDbw index the distance from the point to multitude set in the 
course of selecting cluster element can be calculated in different ways. In this study, 
we use the sum of distances of already existing “representatives” of the cluster to each 
cluster element to calculate this distance. The element, on which the maximum was 
reached, was selected as the next “representative” of the cluster. 

Table 2. Optimal number of clusters, calculated with the help of quality indices.  

Index 
Algorithms 

Expectation Maximization k-Means Farthest First 
Dunn 3 6 6 
DB 3 6 4 
SD 3 3 3 
СDbw 3 3 3 
S_Dbw   3 5 4 

 
If the data set has no cluster structure, then such situation is not determined with the 

help of validity metrics. While using K-Means and Farthest First (Table 2) the numbers 
of clusters for the two algorithms that were selected as optimal by the majority of 
indices, can only nominally be defined as cluster structure. As the work of Expectation 
Maximization algorithm is based on determining the probability of evaluating 
maximum similarity, the indices calculated for this algorithm are more homogenous. 
The structure, which is characterized by a small number of clusters that also have to be 
compact and separable, is determined to be the best one. Judging by the results of 
evaluation of clustering using the validity indices, we may consider that k-Means and 
Farthest First algorithms are most likely to give worse clustering results than the 
Expectation Maximization algorithms. 

To cluster the data, we select training/testing using the percentage split option. As a 
data set for training (model building) we select 66% of data from the set. As a data set 
for testing we select 34% of data from the set. In addition, we select number of clusters 
“3” in algorithm settings. 

We received the following results:  

1. In the course of application of the EM clustering algorithm, according to the built 
clustering model based on the training data set, three clusters were determined, their 
characteristics are given in Table 3. 

Cluster 0 (63% of respondents): The average age of respondents in this cluster is 17. 
The group consists predominantly of women. The characteristic feature of the 
representatives of this group is that they are unable to imagine their life without the 
Internet. There are variations in the levels of anxiety and irritation, if there is no 
possibility to use the Internet. There are also varying opinions regarding the aimless 
use of the Internet. As for other attributes, disorders related to IA may be observed in 
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the insignificant number of respondents, who belong to this cluster. The behavioural 
model of the representatives of this cluster demonstrated Internet centration in the 
psychic reality of a personality, which is accordingly reflected in their activity and 
behavior, other life interests as well as significance of everyday activities lose their 
importance. The stated tendencies are linked to IA. 

Table 3. Model and evaluation on test split by EM algorithm.  

Attributes Indications 

Clusters 
0 
(0,63) 
112.1491 

1 
(0,13) 
24.7781   

2 
(0,24) 
44.0727 

age mean           17.4469 36.2459 19.2906 
std. dev. 1.5994   10.0785     2.243 

sex 
 

female 108.8714 16.0638 5.0648 
male 2.2778 7.7143 38.0079 

3 no 22.7034 3.1864 10.1102 
undefined  16.0405 6.4026 4.5569 
yes 73.4052 15.1891 29.4057 

4 no 54.392 13.8263 27.7817 
undefined  23.6012    5.1903    7.2085 
yes 34.156 5.7615 9.0825 

5 no 45.3302 19.3167   26.3531 
undefined  15.1791 2.1415    5.6794 
yes 51.6398      3.32   12.0403 

6 no 106.1573   22.7561   41.0866 
undefined  1.0117    1.0098    1.9785 
yes 4.9802    1.0122    1.0076 

7 no 81.1224   20.5492   27.3284 
undefined  11.5501     2.168    11.282 
yes 19.4767     2.061    5.4624 

8 no 89.4444   19.3333    9.2223 
undefined  7.2533    1.1937     9.553 
yes 15.4514    4.2512   25.2975 

 
Cluster 1 (13% of respondents): For the representatives of this group the average 

value of the age attribute is 36 and it varies greatly. This is the oldest age group if 
compared with other clusters. This group has the largest share of women. 
Representatives of this group, predominantly, cannot imagine their life without the 
Internet. Thus, according to the centroid values of the attributes, we may diagnose IA 
related Internet centration in the psychic reality of a personality, which is accordingly 
reflected in their activity and behavior; other life interests as well as significance of 
everyday activities lose their importance. There are predominantly no other signs of IA 
related disorders. 

Cluster 2 (24% of respondents): The probabilistic average of the age attribute among 
the representatives of this group is middle-aged in comparison with other groups and is 
19. Male representatives significantly dominate in this group. Regarding the inability 
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to imagine their life without the Internet, opinions differed, however, predominantly 
respondents believe they have this addiction. Judging by the values of attributes 4, 5, 6 
and 7, the vast majority of this group’s representatives declare that they do not have 
other signs of IA. However, the feeling of the lack of time spent playing computer 
games over the Internet, which was confirmed by the vast majority of respondents, is a 
warning signal that may signify the existence of IA related disorders. Thus, the 
characteristic feature of this group is that most of its representatives have IA related 
disorders such as: Internet centration in the psychic reality of a personality; behavioral 
impulse control disorders related to online gaming. These people are in the risk group 
for developing IA related disorders.  

2. In the course of application of the Farthest First algorithm, according to the built 
clustering model based on the training data set, there have also been three clusters 
formed; their characteristics are given in Table 4. 

Table 4. Model and evaluation on test split by Farthest First algorithm.  

Attributes Clusters 
0 1 2 

age 16.0 22.0 20.0 
sex female male male 
3 yes undefined yes 
4 undefined no yes 
5 no yes undefined 
6 no no undefined 
7 no undefined undefined 
8 no undefined no 

 
Cluster 0: Contains data instances of the youngest age group, whose age centroid 

attribute is 16. According to the value of the sex centroid attribute, the group is made 
up of mostly female data instances. The representatives of this group cannot imagine 
their life without the Internet, i.e. there is obvious Internet centration in the psychic 
reality of a personality. Respondents cannot clearly determine whether they feel either 
anxiety or irritation if they do not have the possibility to use the Internet. Judging by 
other attributes, data instances of this cluster do not have IA related disorders. 

Cluster 1: This cluster contains data instances of an older age group, the age attribute 
centroid of which is 22. The value of the sex attribute centroid in this cluster is male. A 
characteristic feature of the cluster is undecidedness regarding the vital need to use the 
Internet, prevalence of Internet relations over actual real interactions, feeling the lack 
of time spent playing computer games over the Internet (attributes 3, 7, 8 equal 
undefined). The value of the yes centroid of attribute 5 shows inclination to use the 
Internet without a concrete purpose. To give an overall characteristic, this group has 
signs of IA, i.e. behavior control disorders related to Internet use. 

Cluster 2: By the value of the age attribute centroid, 20, this cluster contains data 
instances of the middle age group if compared with other clusters. The sex attribute 
centroid in this cluster is male. The representatives of this cluster cannot imagine their 
life without the Internet and feel anxiety and irritation when they do not have the 
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possibility to use the Internet. They are characterized by their undecidedness regarding 
the vital need to use the Internet; giving up other life interests and everyday activities 
for the sake of free Internet use; prevalence of online relations of real-life interactions 
(value of attributes 5, 6, 7 is undefined). Thus, the representatives of this cluster have 
signs of IA, the priority significance of the Internet and behavior control disorders, 
related to Internet use. Compared to other groups, they are in the risk group for 
developing IA related disorders. 

3. In the course of application of the K-Means algorithm to the clustering model built 
on the basis of the training data set three clusters have also been formed, their 
characteristics are presented in Table 5. 

Table 5. Model and evaluation on test split by K-Means algorithm.  

Attribute Cluster 
0 1 2 

age 18.4194 21.8605 20.9552 
sex female male female 
3 undefined  yes yes 
4 no no no 
5 no no no 
6 no no no 
7 no no no 
8 no yes no 

 
Cluster 0: Contains data instances of the youngest age group, whose age attribute 

centroid is about 18. According to the sex attribute centroid, mostly female data 
instances are present in the groups. The representatives of this group cannot clearly 
determine whether they have a vital need to use the Internet. As for other indices, 
respondents state absence of signs of IA related disorders. 

Cluster 1: This cluster contains data instances of the older age group, whose age 
attribute centroid is about 22. The value of the sex attribute centroid in this cluster is 
male. Characteristic features of data instances that belong to this cluster include the 
vital need to use the Internet, feeling the lack of time spent playing online computer 
games as well as the systemic need to play longer. The overall characteristic of this 
cluster is the presence of signs of IA, i.e. behavior control issues related to Internet use, 
namely, gaming Internet addiction. If compared with other cluster, they belong to the 
risk group that may develop IA related disorders. 

Cluster 2: By the value of age attribute centroid, which is about 21 years, compared 
to other clusters, this cluster contains data instances of medium age group. The sex 
attribute centroid is female. The representatives of this cluster cannot imagine their life 
without the Internet. Judging by centroids of other characteristics, respondents of this 
cluster do not have Internet-related disorders. Thus, the representatives of this cluster 
have only IA signs associated with the utmost significance of the Internet. 

The cluster distribution of test data in the course of application of the three 
algorithms – the Expectation Maximization, Farthest First and K-Means – using the 
built training models is presented in Table 6. Thus, as it can be seen from the table, the 
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algorithms have determined three data groups. Clusters were formed, which included 
71:12:7, 67:4:19 and 33:15:42 data instances respectively. There is a cluster that has 
the largest number of data instances; a group, which has the least data instances 
(exceptions); a group that includes several times more data instances than the smallest 
group.  

Table 6. Clustered Instances determined using Expectation Maximization, K-Means and 
Farthest First algorithms.  

Clusters Expectation Maximization Farthest First algorithm K-Means 
Instances  % Instances % Instances % 

0 67 74 71 79 33 37 
1 4 4 12 13 15 17 
2 19 21 7 8 42 47 

 
Fig. 5, Fig. 6 and Fig. 7 present a graphic representation of clusters by age 

characteristic of data instances, which are built using the training data set and received 
in the course of implementation of the Expectation Maximization, the Farthest First and 
the K-Means algorithm respectively. As we can see, the formed clusters differ from 
each other by the age attribute. For instance, Cluster 0, which contains most data 
instances, contains instances of respondents of a younger age, if formed through the 
application of the Expectation Maximization algorithm (Fig. 5). On the other hand, the 
same cluster received through the implementation of the Farthest First algorithm, 
contains data instance of various age groups (Fig. 6). Also, a small number of data 
instances of various age groups is present in Cluster 2, received in the course of 
implementation of the K-Means algorithm (Fig. 7). Cluster 0 and Cluster 2 formed with 
the Expectation Maximization algorithm as well as Cluster 1 and Cluster 2 formed with 
the Farthest First algorithm contain homogeneous age groups, and Cluster 0 та Cluster 
1, formed with K-Means algorithm. 

 
Fig. 5. Plot of cluster distribution applying the Expectation Maximization algorithm depending 

on the age group attribute 
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Fig. 6. Plot of cluster distribution applying the Farthest First algorithm depending on the age 

group attribute 

 
Fig. 7. Plot of cluster distribution applying the K-Means algorithm depending on the age group 

attribute 

Fig. 8, Fig. 9 and Fig. 10 present a graphic representation by sex attribute of clusters 
formed through the application of the Expectation Maximization, Farthest First and K-
Means algorithm respectively. The analysis of Fig. 8, which visualizes clustering 
through application of the Expectation Maximization algorithm, shows that Cluster 0 
contains only female data instances. Clusters 1 and 2 have date instances of both sexes. 
Female data instances prevail in Cluster 1 and male ones in Cluster 2. Unlike Clusters 
formed by the Expectation Maximization algorithm, all the clusters formed by the 
Farthest First algorithm contain data instances of both sex groups (Fig. 9). Female data 
instances significantly prevail in Cluster 0. All the clusters built using the K-Means 
algorithm, contain both male and female data instances (Fig. 10). 
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Fig. 8. Plot of cluster distribution applying the Expectation Maximization algorithm depending 

on the sex attribute 

 
Fig. 9. Plot of cluster distribution applying the Farthest First algorithm depending on the sex 

attribute 

4 Conclusion 

In the course of empirical comparison of Expectation Maximization, Farthest First and 
K-Means algorithms using the WEKA machine learning system to study the signs of 
IA related disorders among the students majoring in Computer Sciences, the following 
conclusions have been made: 

1. As a result of empirical comparison of Expectation Maximization, Farthest First and 
K-Means algorithms using the WEKA machine learning system, we developed 
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models of data instances’ clustering to determine the signs of internet addiction 
disorders among students majoring in Computer Sciences. 

2. The implementation of the Expectation Maximization, the K-Means and the Farthest 
First algorithms each resulted in the formation of 3 clusters. The results of clustering 
demonstrate that Internet centration in the psychic reality of a personality is a 
characteristic feature of the respondents that took part in the survey. This also reflects 
accordingly in their activity and behavior, diminishing other life interests and the 
significance of everyday activities. In addition, in the course of implementation of 
the Expectation Maximization algorithm, a cluster was formed, whose 
representatives have behavior control disorders, related to online gaming. These 
respondents are in the risk group for developing IA related disorders. 

3. Expectation Maximization, Farthest First and K-Means algorithms of data clustering 
differ by their algorithm model, however, from the point of characteristic features, 
they produce relatively similar clusters, thus implementing optimized clustering. At 
the same time, when a data set was grouped into three clusters by implementing these 
algorithms, the clusters differed by cluster model, namely, by the number of data 
instances in each cluster, their structure and value of attribute centroids.  

4. Judging by the evaluation results of clustering validity using the validity indices, we 
can state that most likely the K-Means and Farthest First algorithms show worse 
clustering results than the Expectation Maximization algorithm. 

5. Intellectual analysis of the data set regarding the situation with IA among students 
majoring in Computer Sciences with the application of clustering methods has 
shown that the methods studied above may be considered suitable for developing 
models for detecting respondent groups with the signs of IA related disorders. 

  
Fig. 10. Plot of cluster distribution applying the K-Means algorithm depending on the sex 

attribute 
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Our conclusions may help to determine the signs of IA related disorders among students 
majoring in Computer Sciences, forecasting the risk of IA and development of services 
aimed at IA prevention.  
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Abstract. In the following paper, we propose an alternative approach to 
automatic recognition and sorting of the agricultural objects. The objects are 
sorted, based on their color. The sorting algorithm works with pictures, 
captured by a web camera, pre-processes them, determines the mass centers of 
the recognized objects, and calculates distances to the points which were found. 
Afterward, the recognized objects are sorted by a hand-manipulator with four 
degrees of freedom. The manipulator is powered by Arduino Uno Rev 3 and 
servo motors of two types. The sorting algorithm has been implemented in 
Python, with the use of the OpenCV library. For image pre-processing, the 
spatial anti-aliasing, filtering, and morphological opening and closing have been 
used. Color maps have been created to determine the mass centers of the 
recognized objects. To calculate the rotation angle of the manipulator’s elbow 
based on the shoulder position, linear regression model is trained. The practical 
value of the research and development results is the possibility of their use in 
the harvesting of the agricultural objects with further extend to manufacture 
with conveyor sorting tapes. 

Keywords: automatic harvest sorting, robotic arm, OpenCV, Arduino, servo 
drives, multi-agent system. 

1 Introduction 

As one of the key branches of the industry of Ukraine, agricultural industry aims to 
deliver the high-quality goods with lower self-costs, while also reducing the time 
spent on their production. Replacing the manual labor with the machine labor is an 
effective way of solving this problem. A human laborer cannot perform repetitive 
tasks for a long time and stay effective for long. 

Since harvesting is one of the primary parts of all agricultural processes, 
automating this task has been a researchers’ priority since the 1960s. However, 
automated harvesting has several complications to avoid. Accurate recognition of 
objects and avoiding their damage during the gathering process are the main problems 
for every researcher aiming to automate this procedure. 
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One of the first researches devoted to automatic harvest recognition and gathering 
was performed in 1968 [11]. The authors were comparing the lengths of the waves of 
light, which were reflected from the fruitage and leaves on the orange trees. When the 
photographic equipment became more affordable, similar researches started analyzing 
images of the fruit instead of the objects’ surfaces. 

Since the problem of the automatic agricultural objects’ sorting comprises both 
object recognition and capturing, it encounters the same complications as the 
automatic harvesting task does. Nowadays, there are several approaches to the 
automatic sorting of the agricultural objects – magnetohydrodynamic installations 
[10], Bayesian classifiers [4], machine vision modules [6]. However, most of these 
methods don’t take into consideration the physical properties of the objects, or are 
expensive to set up and maintain. 

In this work, we propose a comparatively low-complexity and effective approach 
to the automatic agricultural objects’ sorting. 

2 Analysis of scientific sources and hardware solutions 

In this section, we will consider some of the existing methods of the automatic sorting 
of the agricultural objects, based on the machine vision. 

2.1 Analysis of the existing methods of machine vision-based 
agricultural objects recognition 

Most of the modern researches use images, captured by CCD cameras, for object 
detection and recognition. Some of them rely on the fuzzy logic algorithms [2]. For 
object borders detection, the thresholding method was used. Afterwards, the 
determined objects were sorted by color (97,8% accuracy) and size (88,9% accuracy) 
by calculating the degree of compliance between the objects. 

Bayesian classifiers [9] are also widely used for automatic agricultural objects 
recognition and sorting. The borders of an object were determined by the method of 
finding the shortest path on the graph. Then the objects were classified by ripeness, 
taking into consideration the average values of the R, G and B channels on the image, 
along with their gradients. For this method, the accuracy of sorting by ripeness is 
92,2%. 

Clustering methods [7] are another one popular approach to automatic sorting of 
the agricultural objects. After obtaining the image of an object, its projection on the X 
axis was made. The points with the lowest color saturation determined the borders of 
an object. Then the areas of a particular color are determined within each object, and 
the objects are clustered with a k-means clustering method. The number of clusters is 
determined by the user. 

Neural networks [5] represent the most complicated but the most promising 
approach to the automatic recognition and sorting of the agricultural objects. Having 
separated the image dataset in 3 classes, researchers trained a three-layer neural 
network, which is able to sort objects on images by their brightness (color) and size. 
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Considering these features, the neural network assigned each object to one of the 3 
classes: low-quality fruit, medium-quality fruit, and high-quality fruit. The 
classification accuracy was up to 80% [5]. 

All the methods listed above are effective but quite significant amount of time and 
resource consuming. In this work, we propose an alternative approach to recognition 
and sorting of the agricultural objects. 

2.2 Analysis of the existing hand-manipulator models 

There are several criteria for choosing the hand-manipulator prototype: 

─ a convenient gripper, that would not damage the captured objects; 
─ minimum 4 degrees of freedom; 
─ Arduino-compatibility (for reducing the cost of the project). 

Wireless Robot Arm [1] is an Arduino-compatible model, but is powered by its own 
custom secured microcontroller. The manipulator has four degrees of freedom, and its 
gripper is accustomed to the harvesting tasks. But the parts of the robot arm are made 
of metal, which is quite an expensive option, if compared to 3D-printing or acryl. 

Niryo One from Niryo is an analog of an industrial robot, constructed for learning 
purposes. It has six degrees of freedom and is made of 3D-printed details. Niryo One 
is an open-source model, and has its own IDE with a drag-and-drop editor, which 
makes a model available for all users. The manipulator can be powered by both 
Arduino and Raspberry PI. 

The model also has several grippers which can be mounted into it. But the huge 
variety of details makes Niryo One complicated to construct and maintain. 

Dexter by Haddington Dynamics [3] is a 3D-printed manipulator with 7 degrees of 
freedom. Powered by the HD Hi-Q CPU, it allows to run the computer vision, neural 
network training, and signal processing algorithms right on the manipulator. The 
processing unit also allows to run distributed applications on it. Needless to say, that 
such a powerful setting is hard to reproduce. 

The uArm by UFACTORY is powered by Arduino MEGA 2650 and has four 
degrees of freedom. Each of the joints can rotate on 180°. The gripper has a round 
form and is accustomed for capturing round objects. The model is an open-source 
project, so the manufacturer provides the drawings of the details, which can be carved 
from acryl to reduce the budget of the project. 

Having compared the above-mentioned manipulator models, we decided to 
perform the reverse engineering of uArm by UFACTORY. This hand-manipulator 
can lift objects up to 0.5 kg in weight, has a 320 mm working area, and is Arduino-
compatible by default. 

3 Results 

In this work, the hand-manipulator, powered by Arduino Uno Rev3 and two types of 
TowerPro servomotors, is used. The object recognition algorithm implemented in 
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Python with the use of OpenCV library, determines the rotation angle for the 
manipulator’s shoulder and elbow. The manipulator rotates on the appropriate angle, 
captures the object, and puts it either on the left or on the right, based on its color. 

3.1 Hand-manipulator construction and controlling 

The constructed manipulator has the following characteristics: 

─ height – 300 mm; 
─ working area – 140-300 mm; 
─ carrying capacity – 200 g; 
─ input current – 6 A; 
─ board – Arduino Uno Rev 3; 
─ connection method – MicroUSB. 

Fig. 1 shows the constructed hand-manipulator. 

 
Fig. 1. The constructed hand-manipulator. 

All the movable joints of the manipulator have bearings on them, which makes the 
moves faster and more coordinated. More powerful servomotors (TowerPro MG995) 
are located in the base, shoulder and elbow of the manipulator, which makes the 
construction more stable. 
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The function of Arduino Uno Rev 3 lies in getting the value of the rotation angle 
for the manipulator’s shoulder through the COM port, and sending the respective 
commands to the servomotors. The Arduino is connected to a computer where the 
sorting algorithm runs, and is powered by it. For servomotors, the external source of 
power is used (5 V, 5 A). Fig. 2 shows the connection scheme of the overall complex. 

 
Fig. 2. Connection scheme of the sorting complex. 

Five servomotors of two types run the hand-manipulator. Three TowerPro MG995 
servomotors are placed in the base, elbow, and shoulder of the manipulator, with the 
torque of 10 kg*cm with the 6 V power supply. The rotation speed with such a power 
supply is 0,16s/60º. The gripper opening-closing and rotating are performed by the 
TowerPro MG90S servomotors. Their torque is 2.2 kg*cm with the 6V power supply, 
and the rotation speed is 0,08s/60º. Both models of servomotors work with any type 
of the Arduino output (the PWM mode is not obligatory). 

The algorithm that controls Arduino can be described by a finite Mealy machine, 
shown on Fig. 3. 

 
Fig. 3. The finite Mealy machine for controlling Arduino board, that controls the hand-

manipulator. The states are: q0 – waiting for the command, q1 – reading the command, q2 – 
processing the command. The input signals are: c – read command, r – rotate the base, h – 
open/close the gripper, e – rotate the elbow, o – rotate the gripper, s – rotate the shoulder. 
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In case the server sends an inappropriate signal to Arduino, it just keeps waiting for 
the next command to be read. 

3.2 Object Detection Algorithm 

The object detection algorithm was described on Python with the use of the OpenCV 
library [8] – an open library for computer vision and machine learning. The algorithm 
consists of the 3 key parts – image preprocessing, object detection, and object 
capturing and moving. 

The algorithm is meant to sort agricultural objects of two colors – yellow and red. 
For more convenient recognition of the manipulating hand itself, the green mark was 
put on the gripper. 

First, the algorithm looks for all red objects and moves them to the left. Then, it 
starts looking for yellow objects and moves them to the right. When all the objects are 
sorted, the algorithm stops working. 

Fig. 4 shows the statechart diagram for the algorithm. 

 
Fig. 4. The statechart diagram for the object recognition and sorting algorithm 

To increase the algorithm performance, the image preprocessing starts even before a 
user starts working with a program. The image preprocessing aims to reduce noise on 
the image and consists of spatial anti-aliasing, filtering (color maps creation), and 
morphological opening/closing. 

For the spatial anti-aliasing, the mean filtering method is used. The 9x9 filter was 
used, with the value of each sell being equal to 1/81. Since the input image had the 
BGR representation, the filter was put on the blue, green and red channels separately. 
Fig. 5 shows an image before and after the mean filtering. 
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a) b) 

Fig. 5. The image captured by a web camera: a) before mean filtering b) after mean filtering 

After applying the mean filter, the image was converted to the HSV-format. The 
model is a non-linear representation of the RGB-model. 

The next stage of an algorithm is creating the color maps for yellow, red, and green 
colors by highlighting all the pixels of a particular color. The pixel’s belonging to the 
following of HSV-values determined its inclusion on a particular color map: 

─ green – from (45, 50, 50) to (75, 255, 255); 
─ yellow – from (20, 100, 100) to (30, 255, 255); 
─ red – from (0, 70, 50) to (10, 255, 255) and from (170, 70, 50) to (180, 255, 255). 

To every color map, morphological opening and closing were applied. Fig. 6 shows 
the outcome of these operations. 

 
a) b) c) 

Fig. 6. a) initial map b) morphological opening c) morphological closing 

On the resulting color maps, the mass centers of the objects are determined. For each 
map, both horizontal and vertical projections of the colored areas are made. 
Afterward, the means along each axis are calculated. The expected value of the center 
coordinate is calculated by the formula 

  ( ) ( )E x f x f x q dx



   , (1) 

where  q – 90% quantile. 
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To determine the mass centers of the objects more precisely, the exponential 
moving average method is used. The method is determined by the formula 

 1 (1 )t cc c x      , (2) 

where  푐 – anti-aliased mass center coordinate, 
ct–1 – previous value of an anti-aliased mass center coordinate, 
xc – not anti-aliased mass center coordinate, 
α – anti-aliasing coefficient. 
For the coordinates of the gripper, the moving average formula is used 
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where  v — anti-aliased mass center coordinate, 
n – anti-aliasing interval, 
vt–1 – the previous value of the anti-aliased mass center coordinate. 
In the program interface, the mass centers before anti-aliasing are shown in red, 

while the mass centers after anti-aliasing are showed in green (see Fig. 7, a). 

 

a) b) 

Fig. 7. a) Mass centers of the objects and b) moving trajectories of the objects during the 
scanning and capturing process 

To determine the least distances to the objects, the manipulator scans all the area, 
captured by a web camera (the base rotates from 0º to 130º). On each iteration, the 
rotation angle of the base changes on 2º. The mass centers are re-calculated on each 
iteration and the Euclidian distance between the mass centers of the gripper and the 
object are calculated. 

When the scanning process is over, the least Euclidian distance from each object is 
taken from the array, along with the appropriate base rotation angle. To capture the 
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object, the manipulator rotates on the respective angle. Fig. 7, b shows the moving 
trajectories of the objects during the scanning and capturing process. 

During the capturing process, it is important to keep the balance between the 
manipulator’s shoulder and elbow to keep the construction stable. For this purpose, 
the linear regression model was trained. To capture the object successfully, the 
gripper should stay approximately 2 cm high from the surface. The dataset for the 
linear regression model consisted of 20 combinations of the shoulder’s and elbow’s 
rotation angles, which guaranteed that the gripper stayed on the needed distance from 
the surface. The formula for determining the elbow position based on the shoulder 
rotation angle is 

 13 1,54l rp p     (4) 

When the manipulator aims to capture the object, the Euclidian distance between the 
objects and the gripper is calculated on each iteration. If the distance is bigger than 
100, the shoulder position changes on 1º. The elbow position is calculated with the 
formula (4). When the distance becomes less than 100, the object is captured. 

4 Testing 

The complex was tested during the test session of 30 experiments, with the objects 
being placed on distances between 20 cm and 30 cm from the gripper. In each 
experiment, the yellow and red test objects were interchanged. 

Testing was conducted in the same circumstances: on the white background, under 
the same lighting. The starting position of the hand-manipulator was fixed, along with 
the position of the camera. The accuracy of the object recognition is 93,4%. The 
accuracy of the object capturing and moving is 78,3%. Fig. 8 shows the testing results 
for the red objects. 

 
Fig. 8. Testing results for the red objects. 
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Testing showed that the distance between 26 cm and 30 cm between the manipulator 
and objects is optimal for successful sorting. The model of investigated multi-agent 
system (MAS) for efficient sorting based on the autonomous joints rotation is 
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1 1
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where i – the infinitesimal segment along the manipulator, a – the angle of the tip of 
the manipulator’s base with respect to the horizontal axes, b – is the number of 
periods in a length, and c – the direction of movements for SMAS as handler function. 

During the experimental tests an idea about multiple hand-manipulators combined 
as multi-agent system was released. According to the need for several hand-
manipulators to be applied to the sorting process, the problem of intersections 
between them is become important. Every agent 

MASSA  should include the minimal 

behavior’s algorithms based on the crossing collisions index r of multiple segments of 
the hand-manipulators. 

5 Conclusions 

In the current paper, we present the hardware and software parts of the device for 
automatic harvest sorting. The hardware part of the complex is the hand-manipulator 
with four degrees of freedom, controlled by the Arduino Uno Rev 3. The software 
part of the complex is the algorithm, described on Python with the use of the OpenCV 
library. The algorithm works with images at 10 FPS and searches for mass centers of 
the determined objects less than 0,08 s. The accuracy of the object recognition is 
93,4%. The accuracy of the object capturing and moving is 78,3%. 

The significant advantage of the system is that the hardware part doesn’t damage 
objects during the sorting process. The disadvantages of the tested device are the low 
speed of the hand-manipulator, and comparatively low accuracy of the objects’ 
capturing and moving. The system can be used on the enterprises with the conveyor 
tapes, used for harvest sorting. 
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Abstract. This article demonstrates the comparative possibility of constructing 
indicators of critical and crash phenomena in the volatile market of 
cryptocurrency and developed stock market. Then, combining the empirical 
cross-correlation matrix with the Random Matrix Theory, we mainly examine the 
statistical properties of cross-correlation coefficients, the evolution of the 
distribution of eigenvalues and corresponding eigenvectors in both markets using 
the daily returns of price time series. The result has indicated that the largest 
eigenvalue reflects a collective effect of the whole market, and is very sensitive 
to the crash phenomena. It has been shown that introduced the largest eigenvalue 
of the matrix of correlations can act like indicators-predictors of falls in both 
markets. 

Keywords: stock market, cryptocurrency, Bitcoin, complex system, measures 
of complexity, crash, Random Matrix Theory, indicator-precursor. 

1 Introduction 

The instability of global financial systems with regard to normal and natural 
disturbances of the modern market and the presence of poorly foreseeable financial 
crashes indicate, first of all, the crisis of the methodology of modeling, forecasting and 
interpretation of modern socio-economic realities. The modern paradigm of synergetic 
is a complex paradigm associated with the possibility of direct numerical simulation of 
the processes of complex systems evolution [1; 11; 20; 19; 28]. 

Complex systems are systems consisting of a plurality of interacting agents 
possessing the ability to generate new qualities at the level of macroscopic collective 
behavior, the manifestation of which is the spontaneous formation of noticeable 
temporal, spatial, or functional structures. As simulation processes, the application of 
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quantitative methods involves measurement procedures, where importance is given to 
complexity measures. I. Prigogine notes that the concepts of simplicity and complexity 
are relativized in the pluralism of the descriptions of languages, which also determines 
the plurality of approaches to the quantitative description of the complexity 
phenomenon [21]. Therefore, we will continue to study Prigogine’s manifestations of 
the system complexity, using the current methods of quantitative analysis to determine 
the appropriate measures of complexity.  

The key idea here is the hypothesis that the complexity of the system before the 
crashes and the actual periods of crashes must change. This should signal the 
corresponding degree of complexity if they are able to quantify certain patterns of a 
complex system. Significant advantage of the introduced measures is their dynamism, 
that is, the ability to monitor the change in time of the chosen measure and compare it 
with the corresponding dynamics of the output time series. This allowed us to compare 
the critical changes in the dynamics of the system, which is described by the time series, 
with the characteristic changes of concrete measures of complexity. It turned out that 
quantitative measures of complexity respond to critical changes in the dynamics of a 
complex system, which allows them to be used in the diagnostic process and prediction 
of future changes.  

Cryptocurrency market is a complex, self-organized system, which in most cases can 
be considered either as a complex network of market agents, or as an integrated output 
signal of such a network – a time series, for example, prices of individual 
cryptocurrency. Thus the cryptocurrency prices exhibit such complex volatility 
characteristics as nonlinearity and uncertainty, which are difficult to forecast and any 
results obtained are uncertain. Therefore, cryptocurrency price prediction remains a 
huge challenge. 

The stock market is one of the more developed economic segments of the financial 
market, highly capitalized and globalized with well-studied trends. Therefore, a 
comparative analysis of fragments of these markets is of obvious scientific and applied 
interest. 

Unfortunately, the existing nowadays classical econometric [5; 8; 34] and modern 
methods of prediction of crisis phenomena based on machine learning methods [2; 3; 
7; 10; 13; 14; 15; 25; 36] do not have sufficient accuracy and reliability of prediction. 

Thus, lack of reliable models of prediction of time series for the time being will 
update the construction of at least indicators which warn against possible critical 
phenomena or trade changes etc. In our previous works, we constructed some indicators 
of crisis phenomena using the methods of nonlinear dynamics [276; 27] and the theory 
of complex networks [31]. Similar approaches, like the Random Matrix Theory, are 
developed in the framework of interdisciplinary science, called econophysics [17; 24]. 
This work is dedicated to the construction of such indicators – precursors based on the 
Random Matrix Theory. 

The paper is structured as follows. Section 2 describes previous studies in these 
fields. Section 3 presents classification of crashes and critical events on the example of 
a key cryptocurrency Bitcoin during the entire period (16.07.2010 – 10.01.2019) and 
stock market by the example of the index S&P 500 during the entire period (17.03.1980 
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– 10.01.2019). In Section 4, new indicators of critical and crash phenomena are 
introduced using the Random Matrix Theory. 

2 Analysis of previous studies 

Random Matrix Theory (RMT) developed in this context the energy levels of complex 
nuclei, which the existing models failed to explain [9; 16; 18; 37]. Deviations from the 
universal predictions of RMT identify system specific, nonrandom properties of the 
system under consideration, providing clues about the underlying interactions.  

Unlike most physical systems, where one relates correlations between subunits to 
basic interactions, the underlying “interactions” for the financial systems problem are 
not known. Here, we analyze cross correlations between financial agents (stocks, 
cryptocurrencies) by applying concepts and methods of RMT, developed in the context 
of complex quantum systems. Wherein the precise nature of the interactions between 
subunits are not known. 

RMT has been applied extensively in studying multiple financial time series among 
which stock markets are central [12; 22; 23; 26; 35]. The first fundamental work in the 
field of modelling self-organization processes in the US stock market after the S&P 500 
index using the RMT method was the study of [23]. Using extensive databases (every 
minute, hourly, daily), an analysis of their correlation properties is carried out. It is 
shown that there is a small part of the eigenvalues and eigenvectors containing 
important information about the structural and dynamic properties of the market. In 
particular, the authors of [23] found that the largest eigenvalue corresponds to an 
influence common to all stocks. Analysis of the remaining deviating eigenvectors 
shows distinct groups, whose identities correspond to conventionally identified 
business sectors. Finally, the authors discuss applications to the construction of 
portfolios of stocks that have a stable ratio of risk to return. Further studies, for example, 
[12; 22; 26; 35] developed the work of [23] and adapted the methodology to other 
financial objects. 

As for the cryptocurrency market, the work here has just begun [3332; 33]. In the 
work [33], the classic scheme [23] was used for crypto assets with similar conclusions. 
The authors [32] analyzed the structure of the cryptocurrency market based on the 
correlation-based agglomerative hierarchical clustering and minimum spanning tree 
and examined the market structures. As a result, the authors demonstrated the 
leadership of the Bitcoin and Ethereum in the market, six homogeneous clusters 
composed of relatively less-traded cryptocurrencies, and transformation of the market 
structure after the announcement of regulations from various countries.  

We will calculate the correlation properties of stock and crypto markets and compare 
the calculation results. 

3 Data 

At the moment, there are various research works on what crises and crashes are and 
how to classify such interruptions in the stock markets and market of cryptocurrencies. 
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We have created our classification of such leaps and falls, relying on Bitcoin time series 
during the entire period (16.07.2010 – 10.01.2019) of verifiable fixed daily values of 
the Bitcoin price (BTC) (https://finance.yahoo.com/cryptocurrencies). Critical US 
stock market events considered over time period 17.03.1980 – 10.01.2019 
(https://finance.yahoo.com/quote /^GSPC?p=^GSPC). 

Critical events are those falls that could go on for a long period of time, and at the 
same time, they were not caused by a bubble. The bubble is an increasing in the price 
of the cryptocurrencies that could be caused by certain speculative moments. Therefore, 
according to our classification of the event with number (1, 3–6, 9–11, 14, 15) are the 
crashes that are preceded by the bubbles, all the rest – critical events. More detailed 
information about crises, crashes and their classification in accordance with these 
definitions is given in the Table 1. 

Table 1. List of Bitcoin major corrections ≥ 20% since June 2011 

No Name Days in correction 
1 07.06.2011 – 10.06.2011 4 
2 15.01.2012 – 16.02.2012 33 
3 15.08.2012 –18.08.2012 4 
4 08.04.2013 –15.04.2013 8 
5 04.12.2013 –18.12.2013 15 
6 05.02.2014 – 25.02.2014 21 
7 12.11.2014 – 14.01.2015 64 
8 11.07.2015 – 23.08.2015 44 
9 09.11.2015 – 11.11.2015 3 

10 18.06.2016 – 21.06.2016 4 
11 04.01.2017 – 11.01.2017 8 
12 03.03.2017 – 24.03.2017 22 
13 10.06.2017 – 15.07.2017 36 
14 16.12.2017 – 22.12.2017 7 
15 13.11.2018 – 26.11.2018 14 

 
Accordingly, during this period in the Bitcoin market, many crashes and critical 

events shook it. Thus, considering them, we emphasize 15 periods on Bitcoin time 
series, whose falling we predict by our indicators, relying on normalized returns and 
volatility, where normalized returns are calculated as 

 ( ) ln ( ) ln ( ) [ ( ) ( )] / ( ),g t X t t X t X t t X t X t        (1) 

and volatility as  
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Besides, considering that g(t) should be more than the ±3σ, where σ is a mean square 
deviation.  
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A similar procedure makes it possible to present a classification of crashes, crises 
and critical events for index S&P 500 with Table 2. 

Table 2. List of S&P 500 index historical corrections ≥ 20% since October 1987 

No Name Days in correction 
1 02.10.1987 – 19.10.1987 12 
2 17.07.1990 – 23.08.1990 28 
3 01.10.1997 – 21.10.1997 15 
4 17.08.1998 – 31.08.1998 11 
5 14.08.2002 – 01.10.2002 34 
6 16.10.2008 – 15.12.2008 42 
7 09.08.2011 – 22.09.2011 32 
8 18.08.2015 – 25.08.2015 6 
9 29.12.2015 – 20.01.2016 16 

10 03.12.2018 – 24.12.2018 15 
 
Calculations were carried out within the framework of the algorithm of a moving 

window. For this purpose, the part of the time series (window), for which there were 
calculated measures of complexity, was selected, then the window was displaced along 
the time series in a one-day increment and the procedure repeated until all the studied 
series had exhausted. Further, comparing the dynamics of the actual time series and the 
corresponding measures of complexity, we can judge the characteristic changes in the 
dynamics of the behavior of complexity with changes in the time series. If this or that 
measure of complexity behaves in a definite way for all periods of crashes, for example, 
decreases or increases during the pre-crashes period, then it can serve as an indicator or 
precursor of such a crashes phenomenon. 

Calculations of complexity measures were carried out both for the entire time series, 
and for a fragment of the time series localizing the crash. In the latter case, fragments 
of time series of the same length with fixed points of the onset of crashes or critical 
events were selected and the results of calculations of complexity measures were 
compared to verify the universality of the indicators. 

In the Figure 1 output Bitcoin time series, normalized returns g(t), and volatility VT(t) 
calculated for the window size 100 are presented. 

From Figure 1 we can see that during periods of crashes and critical events 
normalized profitability g increases considerably in some cases beyond the limits ±3σ. 
This indicates about deviation from the normal law of distribution, the presence of the 
“heavy tails” in the distribution g, characteristic of abnormal phenomena in the market. 
At the same time volatility also grows.  

We observe a similar picture for the index S&P 500 (Fig. 2). These characteristics 
serve as indicators of critical and collapse phenomena as they react only at the moment 
of the above mentioned phenomena and don’t give an opportunity to identify the 
corresponding abnormal phenomena in advance. In contrast, the indicators described 
below respond to critical and crash phenomena in advance. It enables them to be used 
as indicators-precursors of such phenomena and in order to prevent them. 
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Fig. 1. The standardized dynamics, returns g(t), and volatility VT(t) of BTC/USD daily values. 
Horizontal dotted lines indicate the ±3σ borders. The arrows indicate the beginning of one of 

the crashes or the critical events. 

 
Fig. 2. The standardized dynamics, returns g(t), and volatility VT(t) of S&P 500 daily values. 
Horizontal dotted lines indicate the ±3σ  borders. The arrows indicate the beginning of one of 

the crashes or the critical events. 

4 Random Matrix Theory 

Special databases have been prepared, consisting of cryptocurrency and S&P 500 index 
components time series for a certain period of time. The largest number of 
cryptocurrencies 1047 contained a base of 456 days from 31.12.2017 to 10.01.2019, 
and the smallest (24 cryptocurrencies) contained a base of 1567 days, respectively, from 
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04.08.2013 to 10.01.2019. For the logarithmic return (1) of the i  cryptocurrencies or 
stock price we calculate the pairwise cross-correlation coefficients between any two 
returns time series. For the largest databases, a graphical representation of the pair 
correlation field is shown in the Figure 3a, c. For comparison, a map of correlations of 
randomly mixed time series of the same length is shown in Figure 3b, d.  

 
   a)    b) 

 
   c)     d) 

Fig. 3. Visualization of the field of correlations for the initial (a, c) and mixed (b, d) matrix 
cryptocurrency and S&P 500 index respectively. The largest number S&P 500 index 

components is 456. 

For the correlation matrix C we can calculate its eigenvalues, TC U U  , where U 
denotes the eigenvectors,   is the eigenvalues of the correlation matrix, whose density 
fc(λ) is defined as follows, ( ) (1/ ) ( ) /cf N dn d   . n(λ) is the number of eigenvalues 
of C that are less than λ. In the limit ,  N T   and / 1Q T N   fixed, the 
probability density function fc(λ) of eigenvalues λ of the random correlation matrix M 
has a close form [18]: 

 max min
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with min max[ ,  ]   , where max
min  is given by max 2

min (1 1/ 2 1/ )Q Q    and 2  is 
equal to the variance of the elements of matrix M [18]. 

We compute the eigenvalues of the correlation matrix C, 
max 1 2 15 min          . The probability density functions (pdf) of paired 

correlation coefficients cij and eigenvalues λi for matrices of 132, 312, 458 
cryptocurrencies and 163, 312, 456 S&P 500 index components are presented in 
Figure 4. 

 
  a)      b) 

 
  c)      d) 

Fig. 4. Comparison of distributions of the pair correlation coefficients (a, c) and eigenvalues of 
the correlation matrix (b, d) with those for RMT for cryptocurrency market (a, b) and stock 

market (c, d).  

Accordingly, for correlation matrices in the case of S&P 500 index, the dimensions of 
the matrices are as follows: 163, 312 and 456 (Fig. 4c, d). From Figures 4, it can be 
seen that the distribution functions for the paired correlation coefficients of the selected 
matrices differ significantly from the distribution function described by the RMT. It 
can be seen that the crypto market has a significantly correlated, self-organized system 
(Fig. 4a) and the difference from the RMT of the case, the correlation coefficients 
exceed the value of 0.6-0.8 on “thick tails”. The distribution of the eigenvalues of the 
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correlation matrix also differs markedly from the case of RMT. In our case, only one-
third of its own values refer to the RMT region. However, the stock market is even 
more correlated. On it, the difference with RMT data is even more obvious. 

The picture of correlations changes with changing market trends. This is clearly 
demonstrated by Figure 5, which shows the window distribution functions of pair 
correlation coefficients. 

 
   a)    b) 

Fig. 5. Comparison of the window distributions of the pair correlation coefficients for 
cryptocurrencies (a) and S&P 500 index components (b). 

And in this case, the stock market is more responsive to changes in market dynamics. 
Eigenvectors correspond to the participation ratio PR and its inverse participation 

ratio IPR  
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where k
lu , 1,  . . . ,  l N  are the components of the eigenvector uk (Fig. 6a). So PR 

indicates the number of eigenvector components that contribute significantly to that 
eigenvector. More specifically, a low IPR indicates that they contribute more equally. 
In contrast, a large IPR would imply that the factor is driven by the dynamics of a small 
number of assets. The irregularity of the influence of the eigenvalues of the correlation 
matrix is determined by the absorption ratio (AR), which is a cumulative risk measure  
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and indicates which part of the overall variation is described from the total number N 
of eigenvalues.  

Figure 6 shows the results of IPR (a, b) calculations for both sets of matrices, as well 
as the results in the framework of the algorithm of a moving window, comparative 
calculations of the distribution function of eigenvalues (c, d) and IPR (e, f).  
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   a)    b) 

 
  c)      d) 

 
  e)      f) 

Fig. 6. Inverse participation ratio (a) and moving window dynamics of the eigenvalues 
distribution (b), IPR for the initial and mixed (or random) matrices (c).  

The difference in dynamics is due to the peculiarities of non-random correlations 
between the time series of individual assets. Under the framework of RMT, if the 
eigenvalues of the real time series differ from the prediction of RMT, there must exists 
hidden economic information in those deviating eigenvalues. For cryptocurrencies 
markets, there are several deviating eigenvalues in which the largest eigenvalue λmax 
reflects a collective effect of the whole market. As for PR the differences from RMT 
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appear at large and small λ values and are similar to the Anderson quantum effect of 
localization [4]. Under crashes conditions, the states at the edges of the distributions of 
eigenvalues are delocalized, thus identifying the beginning of the crash. This is 
evidenced by the results presented in Figure 7. 

 
   a)    b) 

Fig. 7. Measures of complexity λmax and its participation ratio. The numerics in the figure 
indicate the numbers of crashes and critical events in accordance with the Tables 1, 2. 

We find that both λmax and PR λmax have large values for periods containing the market 
crashes and critical events. At the same time, their growth begins in the pre-crashes 
periods. At the same time, the stock market is more responsive to crisis phenomena. 

5 Conclusions 

Consequently, in this paper, we have shown that monitoring and prediction of possible 
critical changes on both the stock and cryptocurrency markets is of paramount 
importance. As it has been shown by us, the theory of complex systems has a powerful 
toolkit of methods and models for creating effective indicators-precursors of crashes 
and critical phenomena. In this paper, we have explored the possibility of using the 
Random Matrix Theory measures of complexity to detect dynamical changes in a 
complex time series. We have shown that the measures that have been used can indeed 
be effectively used to detect abnormal phenomena for the used time series data. 

As it has been shown by us, the econophysics has a powerful toolkit of methods and 
models for creating effective indicators-precursors of crisis phenomena. We have 
shown that the largest eigenvalue λmax  may be effectively used to detect crisis 
phenomena for the cryptocurrencies time series. We have concluded though by 
emphasizing that the most attractive features of the λmax and PR λmax namely its 
conceptual simplicity and computational efficiency make it an excellent candidate for 
a fast, robust, and useful screener and detector of unusual patterns in complex time 
series.  

Thus, the results of this study confirm the main provisions of the concept of early 
diagnosis of crisis phenomena by calculating various measures of complexity of 
financial systems [6; 27; 29; 30; 31]. 
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Abstract. This paper shows the theoretical basis for the creation of convolutional 
neural networks for image classification and their application in practice. To 
achieve the goal, the main types of neural networks were considered, starting 
from the structure of a simple neuron to the convolutional multilayer network 
necessary for the solution of this problem. It shows the stages of the structure of 
training data, the training cycle of the network, as well as calculations of errors 
in recognition at the stage of training and verification. At the end of the work the 
results of network training, calculation of recognition error and training accuracy 
are presented. 

Keywords: machine learning, deep learning, neural network, recognition, 
convolutional neural network, artificial intelligence. 

1 Introduction  

Today, a very old field of research, called artificial intelligence deals with the ability of 
machines to think like a man. Leading it companies and researchers from universities 
have made a breakthrough in the research of artificial intelligence and now we have 
software that can “see” (recognize objects in the image, capable of restoring video), 
make predictions based on certain data (forecasting stock market indices), make 
decisions (the ability to play games, sometimes better than a person). 

The idea of artificial intelligence originated in the 1940s, when the question first 
arose whether it was possible to make a computer “think” [10]. Briefly, this sphere can 
be described as follows: automation of intellectual tasks, which are usually performed 
by people [1]. After some time, the researchers were able to create models that are 
capable of learning and perform tasks without a clear statement. Such models are called 
neural networks. Their peculiarity lies in the ability to learn without programming the 
networks themselves. 

Artificial intelligence has occupied the place of the sphere of research and today 
includes the paradigm of learning – machine learning [12; 13], which differs from the 
initial, as it was previously called “symbolic artificial intelligence”, in that in machine 
learning, the programmer enters into the program data with answers that correspond to 
these data, and the output receives the rules (the answer), and symbolic artificial 
intelligence, in turn, performed the rules set by the programmer. 

In recent years, much attention has been paid to deep learning, which is successfully 
used in classification and recognition problems. The key place here is occupied by 
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neural networks, namely convolutional neural networks, which contain the meaning of 
“depth” [2]. 

Depth in deep learning does not mean the deeper understanding achieved by this 
approach, the idea is multi-layered representation. The number of layers into which the 
data model is divided is called the depth of the model. Other relevant names for this 
area of machine learning could be: layered learning or hierarchical learning.  

Modern deep learning often involves tens or even hundreds of successive layers of 
representation – all of which are determined automatically by the training data.  

2 Analysis of previous studies 

Deep neural networks over the past 20 years take a very large part of the world’s 
research and development, but the first mention of deep network algorithms appeared 
in the mid-1960s in the book of Aleksey G. Ivakhnenko and Valentin G. Lapa [6]. Then, 
the concept of “deep learning” in the scientific community emerged through the work 
of Rina Dechter in 1986 [3]. 

The first models of convolutional neural networks were called “neocognitron” and 
were discovered in 1980 by Kunihiko Fukushima [4]. Fukushima proposed several 
algorithms for supervised and unsupervised learning, and the neocognitron itself was a 
multilayered deep structure. 

Taking into account the fact that the recognition of medical images has recently 
attracted the attention of researchers, there are several difficulties in the study of this 
area, namely: 1) a small number of training copies, 2) the difference in scale and fuzzy 
boundaries of images. These disadvantages were taken into account when creating a 
network model that offers a full-scale convolutional layer extracting patterns of 
different receptive fields with a common set of convolutional nuclei, so that scale-
invariant patterns are captured by this compact set of nuclei [13]. 

Last decade convolutional networks are gaining a lot of attention of researchers and 
developers. ImageNet is one of the largest competitions dedicated to artificial 
intelligence and computer vision. Among the varieties of artificial networks, the prizes 
were taken using a convolutional network structure, such as AlexNet [7], VGG [14], 
GoogleNet [15] and ResNet [5]. These networks do an excellent job and have a large 
percentage of recognition of more than 90%. 

New developments in the recognition of biomedical images Shuchao Pang, Anan 
Du, Mehmet A. Orgun and Zhezhou Yu [9]. This new neural network, which is called 
“fused” convolutional neural network (FCNN) has a precise and highly efficient 
classifier, which combines the features of small balls and features of deep layers. 

3 Basic information 

Neurons transmit electrical impulses. When transmitting a pulse (through an axon), the 
signal can be amplified or attenuated to be transmitted to a trace neuron (through 
dendrites). Such basic functions are implemented in the model of artificial neural 
networks: 
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1. Data. As signals, the artificial network uses input data (photos, audio files), which 
are reduced to a certain form, which the network is able to read; 

2. Weights are the parameters of each layer of neurons. Act as a force signals by 
analogy with natural neurons. If the natural neurons the strength of the impulses, the 
artificial network is a numeric value; 

3. Next comes the input function. In this part, the data and numerical values of the 
weights are processed according to the type of convolution layer; 

4. This is followed by the activation function. The function that processes the input 
data, its value, is the output of the neuron. Then the data are transferred through the 
scales to the next layer of neurons (Fig. 1). 

 
Fig. 1. Representation of artificial neuron [20]. 

As mentioned earlier, an artificial neural network consists of a large number of artificial 
neurons, which are combined into layers forming a network of neurons. There are the 
following types of layers of neurons: 

 Input layer. Here the network receives input data that is converted in advance to the 
desired format (lists, arrays); 

 Output layer. A layer that processes the incoming data in the outgoing (arrays of 
numbers) that satisfy the task; 

 Convolutional layers. Models of deep neural networks use convolutional layers, 
which perform various kinds of “learning” operations of input data transferring to 
the output layer. 

The simplest models of neural networks do not use convolutional layers, they are also 
called “single-layer” (Fig. 2). Input data described above – (х1, ..., хn), relevant learning 
factors – (wnm), activation function – (∑), and actually the output data – (y1, ..., ym). 

Deep learning uses convolutional neural networks, which can contain many 
convolutional layers of neurons. The task of such layers is to process the input data in 
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such a way that the output receives data that satisfies the problem condition. As with a 
single-layer network, these are lists of numbers. 

 
Fig. 2. Model of single-layer neural network. 

Deep learning uses the concept of a container tensor for data. In fact, the tensor is a 
matrix of numbers, or one number is also called a tensor, or else – a scalar. 

Tensors are characterized by the following key characteristics: 

 Number of axes (rank, dimension). For example, a matrix is a two-dimensional 
tensor; 

 Form. A list of integers describing the number of dimensions on each axis of the 
tensor; 

 Data type. The type of data belonging to the tensor; for example: float32, float64, 
uint8, etc. 

It should also be noted that, although the data is stored in the tensor as a mass, the neural 
network does not process the entire data set at once, but divides it into so-called 
“packets” of data. That is, the data package represents several separate samples with 
their other characteristics. 

There are the following main categories of data: 

 Vector-two-dimensional tensors with shape (samples, features); 
 Time series-three-dimensional tensors with shape (samples, time labels, signs); 
 Image-four-dimensional tensors with shape (samples, height, width, color); 
 Video-five-dimensional tensors with shape (samples, frames, height, width, color). 

Also, returning to the structure of the neuron, it is necessary to mention the function of 
action. It has been said that the function takes some value as a parameter. This value is 
the data that has gone through operations on the tensors (each convolutional layer 
performs its own operations), after which the data becomes the source of this 
convolutional layer. 

Depending on the complexity of the task set for the neural network, activation 
functions can be different (table 1): 
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Table 1. Some of the graphs and descriptions of some activation functions. 

Figure Function name Description 

 

Unit function 

 푓(푥) = 1, 푥	 ≤ 푏
0, 푥	 ≥ 푏,  

b – adder output. 

As you can see in the graph, the function has 
two states 0 or 1. It is usually used in tasks 
where it is enough to give the answer “Yes” 
or “No” 

 

Logistic function 
푓(푥) =

	
	( ∗ )

, 

푎 – the coefficient 
that characterizes 

the curvature of the 
graph 

The most commonly used function is due to 
the fact that among the two States 0 and 1 
there are many others, for example 
0.234532, or 0.7. This makes it possible to 
get from the neural network not only one 
answer, but, for example, 10 or 1000 

 

The hyperbolic 
tangent 

푓(푥) = 푡푎푛	
푥
푎 

It is used for a more realistic model of a 
neural network, which can give the initial 
values not only positive, but also negative, 
that is, from -1 to 1 

 
The following are the steps that are performed in the training cycle: 

 The neural network receives a data packet with training instances and corresponding 
data for verification (must be different); 

 The network performs data processing (this step is called a direct pass) and receives 
a packet of predictions; 

 An estimate of the discrepancy between the network prediction and the validation 
data is calculated, that is, there must be a function to estimate this discrepancy; 

 The parameters are adjusted to reduce discrepancies on this data packet. 

The learning cycle is repeated as many times as the problem condition requires. After 
completing the training, we will get a network that has a low grade of disagreement. 

Correction parameters occurs in the calculation of the gradient differences of 
network parameters. In this case, an offset parameter is added to the training 
parameters, which is the opposite of the network variance gradient. 

Then, the training cycle will look like this: 

1. The neural network receives a data packet with training instances and corresponding 
data for verification (must be different); 

2. The network performs data processing (this step is called a direct pass) and receives 
a packet of predictions; 
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3. An estimate of the discrepancy between the network prediction and the validation 
data is calculated, that is, there must be a function to estimate this discrepancy; 

4. The variance gradient for the network parameters (reverse) is calculated); 
5. The parameters are adjusted by a small value in the direction opposite to the gradient 

to reduce discrepancies on this data packet. 

To achieve the result, apply the gradient descent method to the gradient of differences 
on the selected data package. Before the training cycle, the point of calculating the loss 
gradient on a certain data package is entered, after which the global minimum of this 
function is calculated by the gradient descent method. 

Fig. 3 images of the gradient descent operation on the function are presented:  

 
Fig. 3. Gradient descent. 

The architecture of neural networks is determined by the tasks for which neural 
networks are designed. 

The task of this work is the recognition of objects in images. Therefore, it is 
necessary to use the appropriate network architecture, which highlights the features in 
the images and forms a representation of them about the object in the photo. 

We review the principle of convolutional neural networks for image distribution. 
First, you need to determine the type of architecture. As described earlier, 

convolutional neural networks in most cases have a sequential architecture, where the 
neural network receives certain data at the input (tensors), after which the data is 
sequentially processed by the source layer-sequential architecture. 

Convolutional layers are used for recognition, in which the features of each object 
are selected. For example, the image falls on the input layer, then the neural network 
tries to select one common image (usually in simple networks to recognize one object). 
Selection of an object is performed by means of so-called layer filters. The filter is a 
small window relative to the image that reads a certain area of the image. Usually the 
window size is 3x3 pixels, or 5x5 pixels, with different image sizes. In order to 
determine the image values, such a filter must pass through the image. Usually the filter 
starts to recognize from the upper left corner of the image and moving 1 pixel to the 
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side, and then to the bottom passes through the entire image. At the initial stages of 
research, it is advisable to use a 28x28 pixel image (Fig. 4). Because large images 
require more time passage, and therefore more time to learn. 

 
Fig. 4. Convolutional neural network architecture [16]. 

So, at the first convolutional stage, the neural network uses filters to determine the main 
object in the image.  

The next step in network training is to highlight the spatial hierarchy of features. 
That is, having identified in the picture, for example, a cat, the network must divide the 
cat into parts of objects, which also must “remember” (Fig. 5). After training, the 
network will form a representation of such objects about the object as a whole, that is, 
about a cat, or other object of recognition. 

 
Fig. 5. Define the spatial hierarchy of features. 

So, we have determined that using convolutional layers of filters with a certain size, to 
determine the primary features of the object in the image. 

However, with the help of convolutional layers alone, it is impossible to achieve 
recognition of the spatial hierarchy of objects. To achieve this goal, you should perform 
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certain operations on the image. One of these operations, which is most often used in 
practice – “selection of the largest of the neighboring” (Max Pooling). 

The reason for using Max Pooling is that the neural network must determine the 
spatial hierarchy of objects, and for this we need to reduce the image by 2 times. 

The Max Pooling operation is similar to the convolution operation. Take the 
window, now 2x2 pixels and perform one simple action with the taken four elements-
Tami-choose the largest number. Thus, the initial data is filled only with the largest 
numbers for each window and the resulting image is reduced by half. 

The third step is to define a data set for neural network training. 
Since classification tasks are primarily supervised learning (teacher-assisted 

learning), then we will use a special data package that contains training data and feature 
class labels that refer to the recognized data. 

The sigmoid activation function is suitable for classification problems, but in our 
case we will use the ReLU activation function (Fig. 6). The advantages of using such a 
function are the sparsity of the activity, that is, the involvement of only a part of 
neurons, which will accordingly reduce the load in the calculation. 

 
Fig. 6. Graph of ReLU function [1]. 

Although the use of this activation function makes part of the network passive (some 
neurons are not activated), it produces good results on testing [2]. 

푓(푥) = max	(0, 푥) 

To train the network, the change of the corresponding weights for each neuron is used, 
namely, they are changed with the help of the optimizer. The optimizer uses gradient 
descent in this case. 

4 Development tool 

An important stage in the development of the program is the choice of development 
tools, because it affects the complexity and quality of the result. In fact, any 
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programming language has tools for the development of neural networks, the difference 
is only in the complexity of their implementation in the chosen language. There are 
even many implementations of neural networks in the web programming language. 
Today Python is quite a popular language for researchers. After all, it is quite easy to 
understand and has a large community of developers. Python has many libraries for 
research and data visualization, so it is advisable to choose Python as the language of 
implementation of your own software tool. 

To control the versions of the libraries and the development environment, it is 
advisable to choose the Anaconda tool. The choice of Anaconda lies in the convenience 
of version control of programming environments and libraries. Anaconda has a base of 
libraries for Python, which are quite convenient to install, and supports several 
programming environments, one of which is Jupyter Notebook, which was originally 
developed for the convenience of research, but eventually gained popularity among the 
community of developers. It will also be used as a programming environment. 

To achieve this goal in the beginning, we will use a lot of additional libraries, in 
particular should be allocated Keras and TensorFlow.  

Keras is an open source deep learning library written in the Python programming 
language. The library was created to improve research and design of neural networks. 
The library has a lot of implementations of convolutional layers, optimizers, activation 
functions, work with images and text. 

TensorFlow is an open-source software library for machine learning developed by 
Google to solve the problems of building and training a neural network in order to 
automatically find and classify objects, achieving the quality of human perception. It is 
used both for research and for the development of Google’s own products. The main 
API for working with the library is implemented for Python. 

NumPy is an open-source module for python that provides General mathematical 
and numerical operations in the form of pre-compiled, fast functions. They are 
combined into high-level packages. They provide functionality that can be compared 
to that of MatLab. NumPy (Numeric Python) provides the base methods for handling 
the large arrays and matrices. SciPy (Scientific Python), which we will also use, extends 
numpy functionality with a huge collection of useful algorithms such as minimization, 
Fourier transform, regression, and other butt-end mathematical techniques. 

Matplotlib is a Python programming language library for visualization of two-
dimensional (2D) graphics data (3D graphics is also supported). The resulting images 
can be used as illustrations in the publication. 

OpenCV is a computer vision and machine learning library. We use the OpenCV 
library to take a picture from a webcam. 

PIL (python image library) – a set of tools for working with images in Python. 
Dlib is an open source machine learning library. Dlib contains in its database a pre-

trained neural network that recognizes the descriptors of the person's face from the 
photo, use in future work. 

Tkinter is a cross-platform library for building window interfaces, included in the 
standard set of Python modules. 

We used as a data set for training and testing x-ray images of fractures of human 
body parts. The images are taken from such datasets: 
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 MURA; 
 MedPix; 
 OmniMedicalSearch. 

The learning process is shown in Fig. 7. In the picture, each iteration of the learning 
(epoch) is accompanied by calculations of errors and accuracy on the training data set 
and on the test data set. The data to be checked contain images that are not present in 
the training set, so this accuracy should be guided. The number of epochs 25 for testing 
was randomly selected. However, analyzing the accuracy of recognition with each 
epoch, it becomes clear that at first the neural network increases the percentage of 
accuracy, and then there are fluctuations by several percent. Starting from the 8th 
epoch, the accuracy falls, then increases, then repeats until the end. This is a clear sign 
of retraining the network. 

 
Fig. 7. Plotted accuracy on the data for verification. 

The plot at fig. 8 shows that the accuracy increases to the tenth epoch, then decreases, 
then increases. The number of learning epochs should be reduced.  

Fig. 9 shows the errors on the same data. The smallest error is recorded on the tenth 
epoch. 

During training, we obtain certain data after the completion of each era of training: 
loss – error on training data; acc – accuracy on training data; val_loss – error data for 
testing; val_acc – precision on the data for verification. 
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Fig. 8. Accuracy on data for training and verification. 

 
Fig. 9. Chart errors. 

As a result of the training, we received an accuracy of 73.13% on the test data. 
We use of Convolutional neural network in the recognition of medical images. The 

neural network is trained on a set of data from broken and whole human bones (Fig. 10). 
The neural network is able to identify obvious bone fractures on X-rays (Fig. 11). 

5 Conclusion 

Consequently, in this the important bases of structure and a structure of convolution 
neural networks and a cycle about the theory of neural networks were shown. As it was 
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shown in the end, the result of training of neural networks allows, without their explicit 
programming, “teach” the program to recognize objects in the images. 

This paper provides examples of databases, both existing and self-assembled, on 
which the neural network learns to distinguish objects. The assessment of accuracy and 
errors at the stages of training and verification was also carried out. 

 
Fig. 10. Selection of objects. 

 
Fig. 11. Result of recognition of a fracture on a finger of the person. 
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Abstract. The purpose of the work is the development and application of models 
for scoring assessment of microfinance institution borrowers. This model allows 
to increase the efficiency of work in the field of credit. The object of research is 
lending. The subject of the study is a direct scoring model for improving the 
quality of lending using machine learning methods. The objective of the study: 
to determine the criteria for choosing a solvent borrower, to develop a model for 
an early assessment, to create software based on neural networks to determine 
the probability of a loan default risk. Used research methods such as analysis of 
the literature on banking scoring; artificial intelligence methods for scoring; 
modeling of scoring estimation algorithm using neural networks, empirical 
method for determining the optimal parameters of the training model; method of 
object-oriented design and programming. The result of the work is a neural 
network scoring model with high accuracy of calculations, an implemented 
system of automatic customer lending. 

Keywords: neural network, machine learning, lending, scoring. 

1 Introduction 

Increasing the profitability of credit operations is directly related to the quality of credit 
risk assessment [1]. In recent years, there has been a rapid increase in retail lending. 
Competition is increasing, the range of services is expanding, the process of obtaining 
a loan is being simplified, and the decision-making time is significantly reduced. The 
quality and speed with which a credit request is generated, as well as the reliability and 
simplicity of this process are crucial factors in a complex competitive process. 

An important component of the bank’s stable development under conditions of 
volatile financial position is the compliance of the risk management system with 
modern standards of quality of management, as well as the degree of protection against 
unpredictable external influences. Thus, banking organizations need to introduce 
scoring systems that allow to resolve qualitatively emerging issues. 

Scoring is a way of quickly evaluating a potential customer of a bank or microfinance 
organization. The assessment is performed by analyzing the borrower’s questionnaire 
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and calculating each customer’s score according to the rules set out in the specific 
financial structure. The scoring system is a special program with a built-in algorithm 
for deciding on certain parameters. The reliability and quality of the response depends 
on the quality of the algorithm. Therefore, it is important not only to create a scoring 
model, but also to minimize the error of results. 

2 Research apparatus 

The aim of the study is the theoretical justification and development of a scoring model 
for microfinance borrowers. 

Objectives of the study: 

1. To analyze the needs of the lending industry in applying scoring assessment, types 
of scoring and optimal solutions for this sector. 

2. To consider methods of constructing a model for scoring assessment, choose the 
most optimal one. 

3. To choose a model architecture, create software for practical demonstration of 
scoring. 

4. To process the input data, evaluate the initial result and achieve maximum accuracy 
of the system. 

The object of research is creating software for scoring of borrowers. 
The subject of research is the development of a scoring assessment model for 

microfinance organizations. 
Research methods: analysis of the literature on banking scoring; artificial 

intelligence methods for scoring; modeling of scoring estimation algorithm using neural 
networks, empirical method for determining the optimal parameters of the training 
model; method of object-oriented design and programming. 

The practical significance of the obtained results is a software for microfinance 
organizations that helps to assess the risk of issuing a loan to a specific borrower, 
thereby improving the efficiency of these institutions. 

3 Theoretical foundations of banking scoring 

Credit is an important category of a market economy that reflects the real ties and 
relationships of economic life in society. The loan originated from the practical needs 
of production development, its adaptation to the conditions of permanent capital 
shortage – monetary and material resources. 

Credit relations operate in the system of economic relations. They are based on the 
movement of a special kind of capital – loan capital. 

In today’s context, the approach to credit organization has changed fundamentally: 
there has been a shift from object to direct lending to entities. This means that the 
emphasis in the lending mechanism has shifted from the selection of the entity to the 
entity’s valuation. Commercial and partnership relations between the parties to the 
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agreement exclude the creditor’s dictate in determining the object of credit. The risky 
operations that give the highest income to the bank need to study not only the 
effectiveness of the activities (projects) under which the funds are allocated, but also 
the creditworthiness of the client. 

A borrower’s creditworthiness is his ability to fully and timely settle financial 
obligations. 

The borrower’s creditworthiness, unlike its solvency, does not record any insolvency 
for the current period or for any date, but predicts its solvency in the near term. 

One way to organize credit relations is to qualitatively assess the creditworthiness of 
the borrower. Commercial banks are in dire need of information about the 
creditworthiness of farms. Their profitability and liquidity depend largely on the 
financial position of the customers, since the reduction of the risk when performing 
loan operations can be achieved only based on studying the creditworthiness of clients. 

One of the most effective tools for such assessment is the scoring system. Credit 
scoring enables to make a quick and qualitative decision on a loan application. In 
addition, its reliability and simplicity are crucial factors in the complex competition 
[10]. 

In general, credit scoring can be defined as an assessment of the level of credit risk 
that results from the processing of various credit history data, which directly or 
indirectly affects the level of payment discipline [1]. 

Applying credit scoring, that is, a systematic approach to dealing with credit 
applications as a whole, allows the bank to: 

 Increase the loan portfolio by reducing the number of unjustified refusals of loan 
applications; 

 Improve the accuracy of the borrower’s valuation; 
 Reduce the level of defaults; 
 Speed up the borrower’s valuation process; 
 Create centralized accumulation of borrower data; 
 Reduce provisions for possible losses on credit liabilities; 
 Quickly and qualitatively evaluate the dynamics of changes in the credit account of 

the individual borrower and the credit portfolio as a whole. 

All of these have many advantages over a conventional customer rating system and 
establish the bank’s performance. 

4 Definition of creditworthiness of the client 

Determining the borrower’s creditworthiness is an important step in approving a loan 
application. The main task of the lender is to assess all the risks associated with the 
possibility of non-repayment of the funds provided. 

Credit companies consider the following nuances when evaluating creditworthiness 
[3; 10; 15]: 

 The financial position of the potential borrower; 



118 

 Debt load – the ratio of existing liabilities and the requested loan to the applicant’s 
principal income; 

 Credit reputation of the client; 
 The value of the property owned by the borrower; 
 The applicant’s social status, personality, career advancement and other factors. 

Banking organizations analyze the ability of an individual to pay on a loan. In this case, 
not only the borrower’s monthly income and expenses, but also other factors are taken 
into account. For example, the risk of job loss and other insured events [15]. 

Microfinance companies use cheap and fast valuation methods. Therefore, it will 
take a minute to conduct a scoring test. This is very handy for small loans. However, 
when it comes to large bank loans, credit professionals can apply all of these methods 
in combination. This approach will make a specific prediction. 

5 Data and methods of scoring in microfinance 

5.1 Structure of the main modules 

Designing a system that solves the problem of credit scoring can be divided into two 
main modules: data processing, which includes bringing data to a format that is 
favorable for computer computing, and directly the module of calculations of the loan 
decision, containing the interpretation of the algorithm selected for solving the problem 
teaching. The output of the first module is the input for the second. Therefore, the 
quality of the result depends on the degree of processing of the primary data. 

Data processing includes: 

 Data preparation: delete duplicate records, non-informative data columns, records 
with many null values. Assess the significance of each trait included in the training 
sample by conducting correlation and regression analyzes. 

 Data conversion: categorical features are reduced to a vector form and numeric 
values should be reduced to a single standard, such as the interval [0, 1] or [-1, 1]. 

The calculation module consists of: 

 Choosing the architecture, parameters of the algorithm. 
 Model training on the selected algorithm. 
 Testing the model on a deferred sample, determining the calculation error with 

further correction [9]. 

5.2 Methods of scoring 

Credit scoring is a typical machine learning task. It refers to the type of supervised 
learning (training with the teacher) [4], namely to the problems of classification, 
because the solution of the task is reduced to the identification of risks of granting credit 
for two types (classes): “good” and “bad”. The good ones will be those customers who 
are likely to repay the loan, the bad ones – those who will have a delay of more than 3 
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months. Sometimes, the “bad” risks include those customers who repay loans early or 
within a specified period, and the bank does not have time to profit from such clients. 

The credit scoring problem can be solved by different machine learning 
classification methods [7]. These include [2]: 

 Statistical methods based on discriminant analysis (linear regression, logistic 
regression); 

 Different linear programming options; 
 Classification tree or recursion-partition algorithm; 
 Neural networks; 
 Genetic algorithm; 
 Method of nearest neighbors. 

Traditional and most common are regression methods, primarily linear multivariate 
regression [2]. The disadvantage of the model is that on the left side of the equation is 
a probability that takes values from 0 to 1, and variables on the right can take any values 
from –∞ to +∞. In addition, this model is unstable to emissions; any sudden value that 
gets out of the picture can lead to the wrong answer. 

Linear programming also leads to a linear scoring model. It is impossible to carry 
out a completely accurate classification of “bad” and “good” clients, but it is desirable 
to minimize the error. The task is to find the weights for which the error will be minimal 
[17]. 

Classification trees are a method that allows the observation or object to be assigned 
to a particular class of categorical dependent variable according to the values of one or 
more predictor variables. Classification trees are tailored to the graphical 
representation, so they have a more convenient look for human understanding. The 
disadvantages are instability, small changes in the data can significantly change the 
built decision tree, the problem of finding the optimal depth of the tree, the complexity 
of data gaps. 

The genetic algorithm is based on an analogy with the biological process of natural 
selection. In the field of lending, it looks like this: there is a set of classification models 
that can be “mutated”, “crossed”, and as a result, the “strongest” model is selected, 
which gives the most accurate classification.  

When using the nearest-neighbor method, a unit of measure is selected to determine 
the distance between clients. All clients in the sample are given a specific spatial 
position. Each new client is classified based on which clients – good or bad – are more 
around him [2]. 

Neural Networks – a common solution to classification problems. Artificial neural 
network – a mathematical model, which is built on the principle of organization and 
operation of biological neural networks, is a system of connected and interacting simple 
processes [8]. 

In scoring, the use of neural networks has the least use compared to other methods. 
Nevertheless, the neural network has significant advantages. These advantages include 
the possibility of automatic learning of the model, the versatility of working with 
different scales of measurement of dependent and independent variables, the ability to 
approximate any continuous function of dependence. The mathematical model of 
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neural network scoring makes it possible, based on a set of known characteristics of a 
research object, to predict a specific characteristic that is unknown to the researcher [6; 
18]. 

The neural network model meets all the above-mentioned needs of the domain, such 
as speed and precision of calculations, scalability of data, possibility of introduction of 
new characteristics without significant deterioration of quality of estimation, easy 
modernization of the system on demand. Therefore, based on the advantages of using 
neural networks, this method was chosen to solve the credit-scoring problem. 

Building a neural network has its own characteristics and steps that you must go 
through to get a truly high-quality model. 

Building a neural network starts with data preparation. At this point, it is necessary 
to delete duplicate records, non-informative data columns, records that have many null 
values. At the same time, there should be a sufficient number of examples for neural 
network training. There is an imperial rule that establishes the recommended ratio 
between the number of training examples that have input and the correct answers and 
the number of connections in the neural network: X<10. 

For the facts included in the training sample, it is advisable to estimate its 
significance in advance by conducting correlation and regression analyzes and to 
consider the ranges of their possible changes. All this is an important component in the 
methodology of building a scoring model [3]. 

The second stage is the conversion of the initial data, taking into account the nature 
and type of problem solved by the neural network, the means of presentation of 
information are selected. For example, categorical features should be reduced to a 
vector form and numerical values should be reduced to a single standard, such as the 
interval [0, 1] or [–1, 1]. 

The third stage is the choice of network architecture. It is necessary to define such 
parameters as the number of network layers, the number of neurons of each layer, and 
the activation functions to be used [18]. 

The number and type of independent variables in the model determine the number 
of neurons in the input layer. For categorical variables, it is advisable to use one input 
neuron for each category, with only one neuron in the group being activated for each 
observation. 

The architecture of the source layer of the neural network is also dictated by the 
structure of the problem. One output neuron is created for each dependent quantitative 
variable. 

No techniques have been developed to determine the number of hidden layers and 
the number of neurons in them. In practice, these parameters are experimentally 
determined by analyzing the quality of approximation provided by networks of 
different sizes. Thus, a network with an input layer of 58 inputs, one hidden layer with 
30 neurons and 2 outputs was selected. 

At the input of a neuron, we have a vector of parameters. These are the results of the 
collection of billing information about a potential customer, presented in numerical 
form 푋 = 	 푥 ,	푥 , … , 푥 .  

In this case, each client is responsible for the class 푌 . In total, there are two classes 
of the set Y with the following values: 1 – to give credit, 0 – not to give. The neural 
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network, in fact, must find the optimal separating hypersurface in the vector space, the 
dimension of which will correspond to the number of features. Learning the neural 
network in this case is to find such values (coefficients) of the weight matrix, in which 
the neuron responsible for the class will give values close to one in cases where credit 
is approved, and values close to zero, if not. 

As we can see from formula 1, the result of the neuron ℎ (푋) is a function of 
activation 푓 from the sum of the product of the input parameters 푥  to the coefficients 
required 푤 ∙ 푥  in the learning process: 

ℎ (푋) = 푓 ∑ 푤 ∙ 푥| |  (1) 

It is desirable to interpret the value derived from a neuron in the range [0, 1] as the 
probability of belonging to a class. Therefore, such a monotonous smooth function is 
required, which will display elements of the set of real numbers in the range from zero 
to one. The activation function of sigmoid (2) is the best way to do this. The function 
graph is shown in Figure 1. 

휕(푤 ∙ 푥) =                                                     (2) 

 

Fig. 1. Plot of sigmoid function 

The fourth stage is learning the network. In the selected data set, each sample object is 
assigned a class to which it belongs. Therefore, we are tasked with the type of 
supervised learning [16]. Therefore, in the learning process, the network must review 
the sample many times, each complete passage of the sample is called the learning age. 
To train the model, you need to split the data into two parts – the actual training and the 
test.  

We apply the standard separation in the ratio of 80% and 20% respectively [11]. 
Neural network training should be understood as the weighting for each of the traits 

based on the results obtained from past data views. The backpropagation method is 
selected for weight correction. See [5] for more on this method. 

It has been determined experimentally that 64 epochs are required to select the 
optimal weights for a given neural network. 221,712 training sample records are 
processed for each epoch. The results are Table 2. 
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Table 1. The results of calculating epochs 

Epoch number Calculation time, s Error Accuracy 
1 22 0.4871 0.6860 
2 21 0.3066 0.7271 
3 22 0.2472 0.7748 
4 21 0.2128 0.7951 
5 23 0.1970 0.8155 

… … … … 
61 22 0.0304 0.9518 
62 22 0.0275 0.9529 
63 22 0.0255 0.9537 
64 22 0.0251 0.9540 

 
The fifth step is to test the received neural network model on a delayed sample. The 

test sample includes only those records that did not participate in the training network. 
We have 55,428 records. The accuracy of the calculations on the test sample is 95.4%. 
In this case, the error in the decision to issue a loan – 0.00469, the error in the loan 
prohibition decision is 0.00406. 

6 Software architecture and operation 

6.1 Architecture 

The client server architecture of the program was chosen to develop the software for 
rapid assessment of customer solvency. 

Client-server is a software architecture model of two parts, client systems and server 
systems, both communicating over a computer network or on the same computer. A 
client-server application is a distributed system made up of both client and server 
software. The client-server application provides a better way to share the workload. The 
client process always initiates a connection to the server, while the server process 
always waits for requests from any client. 

The client-server relationship describes the relationship between the client and how 
it makes a service request to the server, and how the server can accept these requests, 
process them, and return the requested information to the client [12]. 

6.2 Description of software operation 

To build a functional diagram, the IDEF0 methodology was chosen, which is 
considered the classic method of the process approach to design. In IDEF0, the system 
that is being modeled is represented as a set of interrelated works (functions, activities). 
To develop a functional diagram, 4 main functions of the program were presented, 
which are presented on blocks A1–A4 (Fig. 2). Each of these functions has input and 
output data, control information and mechanisms through which the function can be 
executed. 
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Fig. 2. Functional program scheme 

Block A1. Block maintaining the customer profile. At the input, it has data coming from 
a bank client. This data is written to the database in a format structured in accordance 
with the bank policy and the accepted questionnaire template. The bank operator 
maintains the questionnaire. It can both enter data, view it, perform a search, delete it. 

Block A2. After the data are entered into the database and the electronic application 
is generated, the customer data is searched in external sources. As a rule, these are 
Internet portals or credit bureaus. This approach helps to obtain more detailed 
information about the client and his solvency. 

Block A3. Data processing. It provides functionality for preparing data for further 
calculations, all non-informative data is deleted, data is brought to a single range. Data 
processing is based on the analysis of data requirements. 

Block A4. The processed network dataset enters the neural network model. The 
structure and quality of functioning of the neural network are determined by its 
architecture. The model gives the result of a loan to the borrower. 

All blocks as the executing mechanism have software and hardware. 
The system is a module for the banking system, so this imposes certain requirements 

on the program interface. 
Firstly, an official and minimalistic style of design should be maintained. Light 

background colors of the components and dark text color on them. 
Secondly, all elements should be located at an optimal distance from each other, to 

prevent errors that in the banking sector can cost both time and money. 
Thirdly, the size of the inscriptions should be sufficient for the readability of the text. 

The text on the components must match the actual functionality that the component 
executes. 

An important part of the interface is the presence of messages about the actions 
performed in the program, as well as the status of request processing. 
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The developed software consists of several tabs: “Clients”, “Data Analysis” and 
“Settings”. 

The Customers tab has buttons for managing customer data. It is possible to add new 
clients, remove them from the database, search the client for the database, and directly 
score on the selected client. 

 The developed software consists of several tabs: “Clients”, “Data Analysis” and 
“Settings”. 

The Customers tab (Fig. 3) has buttons for managing customer data. It is possible to 
add new clients, remove them from the database, search the client for the database, and 
directly score on the selected client. 

 
Fig. 3. Customers tab 

To view the analytics data to monitor the status of credit disbursements and other 
parameters, go to the Data Analysis tab (Fig. 4). The graph will be automatically 
generated according to the selected criterion from the drop-down menu. 

 
Fig. 4. Data Analysis Tab 
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The user can also change the neural network settings by going to the Settings tab. The 
banking system is dynamic and sometimes it is necessary to re-evaluate the weight of 
the features. In the list of features, you should select the ones that will be included in 
the new model using the multiple choice in the box. You can select the number of 
hidden layers and the number of neurons in them. 

7 Results 

As a result, a system of automatic crediting of clients in the sphere of microfinance was 
created. For this system, the best artificial neural network architecture with all the 
relevant settings was selected. 

Using this decision support system on the artificial neural network platform to make 
serious decisions such as credit decisions significantly simplify lending operations, 
reduce the risk of default. 

Testing the system gave fairly accurate results, which indicates a high degree of trust 
in the software. 

The result of the program (Fig. 5): 

 
Fig. 5. The result of the program 

8 Conclusion 

The study showed how artificial neural networks could be used to build an automatic 
customer lending system. 

In accordance with this goal, the following results were obtained: the current state 
of the problem and task of crediting clients are analyzed; the modern decision support 
systems are analyzed and the choice of artificial neural network systems as the basic 
technological platform is grounded; the data model necessary for the proper functioning 



126 

of the system is built; selected the best neural network architecture for a specific task; 
automatic system of crediting of clients is implemented. 

Building a neural-boundary model for the credit-scoring problem has shown that this 
method is one of the best for finding the most accurate solution for issuing a loan, as 
evidenced by a very low calculation error. 

The introduction of such a system in a microfinance institution helps to improve the 
performance of the institution, automate the processes associated with credit loans, 
reduce the risk of errors and fraud. 
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Abstract. The article describes the process of developing a chatbot to provide 
students with information about schedules using the Telegram mobile 
messenger. During the research, the following tasks have been performed: the 
analysis of notification systems for their use in the educational process, 
identification of problems of notifying students about the schedule (dynamic 
environment, traditional presentation of information, lack of round-the-clock 
access), substantiation of the choice of mobile technologies and Telegram 
messenger, determination of the requirements to the software, generalization of 
the chatbot functioning features, description of the structure, functionality of the 
program to get information about the schedule using a chatbot. The following 
tasks have been programmatically implemented: obtaining data from several 
pages of a spreadsheet (faculty / institute, red / green week, group number, day 
of the week, period number, discipline name, information about the teacher); 
presentation of data in a convenient form for the messenger (XML); 
implementation of the mechanism of convenient presentation of data in the 
messenger (chatbot). Using Python and the Telegram API, the software has 
been designed to increase students; immediacy in getting the information about 
the schedules, minimizing the time spent, and optimizing of planning of student 
activities and higher education institution functioning. 

Keywords: chatbot, schedule, mobile applications, API, Telegram, Python, 
XML. 

1 Introduction 

Setting up an effective notification for students about the classes schedule is a 
problem that leads to the development of convenient and effective tools. There were 
attempts to develop programs and systems for automated scheduling. In particular, 
with the use of genetic algorithms, Wilhelm Erben and Jürgen Keppler [4] developed 
a specific chromosome representation and knowledge-augmented genetic operators 
that “intelligently” avoid building illegal timetables. The prototype timetabling 
system which is presented has been implemented in C and PROLOG, and includes an 
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interactive graphical user interface and was tested using real university data, which 
produced promising results. Yulan He, Siu Cheung Hui and Edmund Ming-Kit Lai [6] 
claim that their approach based on artificial immune system gives better results in 
creating automated individual schedules than those obtained with a genetic algorithm. 
For automatic scheduling developers [13] also use a network flow algorithm to match 
resources and assign them to classes. As a result, the schedule control application 
automatically generates class schedules, with consideration to resources and limits 
specified by user. The algorithm used to generate the schedules is based on Ford-
Fulkerson algorithm. The application aggregates data and sends to the algorithm as 
the input via XML. The algorithm generates classes in the schedules in the form of 
XML. The application allows the user to select one schedule out of three presented 
schedules, modify and finally export it. It is expected that time spent on the whole 
schedule publication process is reduced due to the reduction in time spent on the sub-
process, and errors are kept low comparing to manual work. Using the features of 
Google Calendar, Illia V. Oleksiienko and Vasyl M. Franchuk [18] have developed a 
web-based system for entering and viewing an electronic class schedule for a higher 
education institution. The Malaysian scientists’ solution is interesting and effective 
[11], they offered a model of university courses’ scheduling using an ant colony 
optimization algorithm as a powerful approach to solving various combinatorial 
optimization problems. 

However, the problem of informing students about the schedule of classes and its 
changes is not sufficiently explored. Some studies have examined notification systems 
and their use in the learning process: 

─ a portable organizer device through which a student may use and maintain a 
personal calendar [10]; 

─ the learning notification express delivery service which provides students with 
information about their learning status, follow-up activities, and more [22]; 

─ mobile agent-based event notification system [3]; 
─ an online reference and notification system for college students based on individual 

user profiles [2]; 
─ students attendance system and notification of college subject schedule based on 

IBeacon use [7] and more. 

2 Problem statement 

In higher education institutions, class schedules play a major role in the daily lives of 
students, faculty, and staff, informing about the time and place of study. Changes can 
occur when a schedule is formed in a dynamic environment such as school. The 
question arises as to how to promptly inform students about the stationary schedule 
and changes in it. 

Nowadays, the schedule notification system is traditional: a paper version on the 
bulletin board for students and at the department for teachers or at an electronic 
educational institution. It is not always convenient for students to use a paper version 
that does not have 24-hour access. It is also inconvenient to use a photo taken on a 
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mobile phone: it is hard to navigate, it is easy to lose the photo of a schedule among 
many photos on a mobile phone, it is impossible to receive notification about changes 
in the schedule.  

It is advisable to use the most commonly available online programs and services 
for developing a notification system, so that students can receive timetable 
information promptly. As stated in We Are Social and Hootsuite [8], the proportion of 
Internet users using mobile phones and the proportion of mobile messenger users is 
increasing worldwide. According to a study [12] by the Mobile Marketing Agency 
LEAD9 and the Kiev International Institute of Sociology, the most popular 
messengers among Ukrainians are Viber, Facebook, Skype and Telegram. Using 
Facebook and Skype to develop a timetable retrieval system is not appropriate 
because only few students use these messengers on mobile phones. Therefore, it is 
advisable to use the capabilities of messengers such as Viber or Telegram. 

3 Mobile technologies in the educational process 

Mobile technologies in the educational process of higher education institutions are 
most commonly used for the organization of mobile learning. Use of a mobile device 
for didactic purposes is possible for: 1) student’s work remotely; 2) delivery of 
educational materials; 3) testing the course knowledge. Remotely, the student may 
perform certain educational or research work on a teacher’s assignment. Sending 
training materials today depends on the type of mobile phone and the technologies it 
supports. The most up-to-date mobile devices use Opera Mini, Internet Explorer 
Mobile, Safari, etc. to browse the web are fairly capable of displaying readable text 
and graphics [19]. Cloud-based learning environment built on the integrative usage of 
mobile Internet devices promotes the forming of Bachelor’s of Electromechanics 
professional competencies [15; 16; 17]. 

Mobile learning is based on the intensive use of modern mobile tools and 
technologies. It is also linked to learning mobility in the sense that students should be 
able to participate in educational activities without restrictions in time and space [21]. 
Therefore, the timely receipt by students of schedule information and schedule 
changes has a direct relation on the effectiveness of the educational process. 
Therefore, the development and use of software to enable this are appropriate. 

4 Defining software requirements 

Given that the schedule is presented in Google Sheets format embedded in the 
website, the task is: 

1. get data from several pages of the spreadsheet (faculty / institute, red / green week, 
group number, day of the week, pair number, discipline name, teacher 
information); 

2. submit them in a convenient form for the messenger; 
3. implement a mechanism for convenient presentation of data in the messenger. 
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An interesting solution to this problem is the software solution given in the work [9], 
which presents a process for extracting AIML (artificial intelligence markup 
language) chatbot knowledge bases from a text corpora using the AGATA (Automatic 
Generation of AIML from Text Acquisition) system, designed to facilitate and reduce 
the time needed in that task. The study consisted of converting the contents of two 
textbooks into AIML and sending the files to a chatbot knowledge base. This 
technology allows teachers to easily create their own chats according to the topics of 
the course. 

Based on this research and the research discussed above, the chatbot, that retrieves 
data from electronic documents with schedule information using a high-level program 
that extracts them into an XML file and it provides the user with scheduling 
information as requested by the messenger API, is set out to be created. 

Given that Viber chatbots are paid [20], we have chosen the Telegram messenger 
to develop a chatbot for scheduling information. 

5 Features of chatbots functioning 

Setting up an effective notification of students about the classes schedule is a problem 
that leads to the development of convenient and effective tools. 

Currently, according to an OpenMarket study [14], 77% of US consumers are more 
positive about text messaging companies, and 64% of Internet users prefer texting 
rather than voice messaging. These circumstances prompted the development of 
chatbots. The formation of artificial intelligence as a new research direction has 
stimulated the development of modern Intelligent Information Systems (IIS) and 
intelligent information technologies, which have found applications in almost all areas 
of human activity, providing automation of manufacturing processes, improving the 
effectiveness of management and training, in the development of ontologies, 
Knowledge Bases (KB) and in other cases [5]. 

A chatbot is a program that provides people with the service of communication 
through artificial intelligence. Chatbots are designed to work with virtual assistants. 
They themselves provide a platform for the promotions of the Products and Services 
online [1]. The use of chatbots is gaining popularity in several sectors: medicine, 
economics, psychology, sociology, etc. However, in the educational field, chatbot is 
rarely used as an assistant in training, education or organization of the educational 
process. 

The process of using chatbots in messengers is pre-programmed based on 
appropriate databases of user interaction, sometimes in complex systems using 
artificial intelligence. Some chatbots use sophisticated natural language processing 
systems, but many simpler ones scan for keywords in typed text or a voicemail and 
then retrieve the answer with the most relevant keywords or most similar formulation 
template from the database. With the help of a chatbot, the user can get answers to 
questions, information about specific requests, recommendations, psychological 
support and more. The value of chatbots in dialog systems is their high engagement, 
responsiveness, and ability to automate basic user interaction processes.  
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6 Description of the developed application for obtaining 
schedule information using a chatbot 

In accordance with the Python programming language requirements, an application 
was developed to retrieve the data from the spreadsheet csv-pages and convert them 
to xml format to further use the Telegram API. The application in its structure has: 

1. Python (.py) files – a chatbot application file, a program file to update schedule 
information, and a basic interaction file for all application elements; 

2. folder with xml-files – a list of disciplines, teachers, students and schedule; 
3. folder with Python files for retrieving csv files and csv processing results. 

Xml files with schedule information and discipline list are updated upon request. 
Schedule data is downloaded from Google Drive, which stores the schedules of all 
departments. To make the application work the list of teachers and students with 
relevant data should be made. For the teachers list: the department where the teacher 
works, the code, the surname, first name and patronymic of the teacher. For the 
student list, the group number, surname, first name and patronymic of the student. 
The xml file with the schedule information contains the following entries: day of the 
week (number), group number, pair number, subject code (and list of subjects), 
teacher code (from the list of teachers), office number. 

To run the application, the chatbot application must work on a computer connected 
to the network or on a web host. The Telegram messenger must be installed on the 
user’s mobile phone and the user needs to access the @mr_raspisane_bot chatbot. 
After joining the chatbot, pressing the START button in the Telegram chat starts the 
chatbot. The user sends a message to chatbot and it sends it to the main Telegram 
server, which sends it to the computer or hosting that runs the chatbot. Everything is 
processed there and the answer is returned in the reverse order to the user (Fig. 1). 

The following Python language modules and libraries were used to develop the 
chatbot application: 

1. standard: os – provides functions to work with the operating system; datetime – 
provides classes for processing time and dates in various ways; 
xml.etree.ElementTree – API implementation for working with XML files in 
Python; csv – implements classes for reading and writing tabular data in .csv 
format; 

2. not standard: telebot – a library of Telegram bots with simple route decorators, 
distributed under the MIT license for free software; wget – allows downloading the 
contents of files located at a certain url; openpyxl – Python library for reading / 
writing Excel 2010 files xlsx / xlsm / xltx / xltm; 

3. designed: raspisanie – with features for finding a group number, discipline name, 
teacher information, and classroom. 
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Fig. 1. Functional diagram of the chatbot (image for the scheme is taken at 

https://www.google.com/imghp with a re-use license) 

The following is a snippet of raspisanie.py module code that allows you to find the 
class by name (parser_uchen function), name of the subject (function parser_predm), 
teacher information (function fio_prep) and student information (poisk_w_baze 
function): 

import xml.etree.ElementTree as ET 
 
import datetime  
 
#finds a class by name 
def parser_uchen(wr_fio): 
    tree = ET.parse('xml/Uchen.xml')   
    root = tree.getroot() 
    for s in root: 
        for ss in s: 
            fio = "" 
            for sss in ss: 
                fio += str(sss.text) + " " 
            if wr_fio in fio: 
                qwe = (s.attrib) 
                return(qwe['NomerClassa']) 
 

messages 

replies  

Telegram server 

computer-host or  
web-host with a chatbot program  

@mr_raspisane_bot 
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#find out what subject  
def parser_predm(kod_predm): 
  tree = ET.parse('xml/Predmet.xml')  
  root = tree.getroot() 
  for s in root: 
    if s.attrib['kodPredm'] == kod_predm: 
      return(s.text) 
 
#find the name of the teacher  
def fio_prep(kod_prep): 
  fio_prepod = "" 
  tree = ET.parse('xml/Prepod.xml')  
  root = tree.getroot() 
  for s in root: 
    if int(s.attrib['KodPrep']) == int(kod_prep): 
      for ss in s: 
        fio_prepod += str(ss.text) + " " 
  fio_prepod = fio_prepod[:-1] 
  return(fio_prepod) 
 
#find the student’s name and surname  
#from the list in the database 
def poisk_w_baze(chat_id): 
    d = {} 
    with open("baza.txt") as file: 
        for line in file: 
            d = line.split() 
            if str(d[2]) == str(chat_id): 
                return(str(d[0] + " " + d[1])) 

Example structure of a xml-document with schedule information : 

<?xml version="1.0" encoding="UTF-8"?> 
<Raspisanie xsi:noNamespaceSchemaLocation="rasp.xsd" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"> 
<Den DenNed="1"> 
<Class NumClassa="217-i"> 
<NumLesson NumLes="1"> 
<Predmet kodPredm="4"> 
<Prepod KodPrep="4"> 
<Kabinet>75</Kabinet> 
</Prepod> 
</Predmet> 
</NumLesson> 
<NumLesson NumLes="2"> 
<Predmet kodPredm="3"> 
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<Prepod KodPrep="6"> 
<Kabinet>11</Kabinet> 
</Prepod> 
</Predmet> 
</NumLesson> 

The result of the chatbot in Telegram is shown in Fig. 2. 

 
Fig. 2. The result of the chatbot in Telegram 

During the “communication” with the chatbot, the user has to enter his/her name and 
surname. By clicking on the “Schedule for Today” button, the user instructs to search 
the information according to the data and receives a response in the form of text 
describing the schedule for the current day. The “Mon”, “Tue”, “Thu”, “Fri” buttons 
can be used to get a schedule for these days. 

Start a chatbot 
Enter your 
last name 

Spelling of last name 
Enter your 
first name Spelling of first name 

Authentication 
success 
message 

Request for 
schedule  
information  

Display 
for schedule  
information  

“Mon”, “Tue”, “Thu”, “Fri” buttons 
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7 Conclusions 

In the research, it was determined that modern chatbot software in popular 
messengers on mobile phones can increase the efficiency in getting students 
information about the schedule. Reducing waste of time contributes to the efficiency 
of the educational process organization and the planning of students’ educational 
activities. The chosen characters development tools for informing the student about 
the schedule (Python, XML, Telegram API) made it possible to quickly develop and 
launch the software tool in the student environment. 
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Abstract. In this article realization method of attacks and anomalies detection 
with the use of training of ordinary and attacking packages, respectively. The 
method that was used to teach an attack on is a combination of an uncontrollable 
and controlled neural network. In an uncontrolled network, attacks are classified 
in smaller categories, taking into account their features and using the self-
organized map. To manage clusters, a neural network based on back-propagation 
method used. We use PyBrain as the main framework for designing, developing 
and learning perceptron data. This framework has a sufficient number of 
solutions and algorithms for training, designing and testing various types of 
neural networks. Software architecture is presented using a procedural-object 
approach. Because there is no need to save intermediate result of the program 
(after learning entire perceptron is stored in the file), all the progress of learning 
is stored in the normal files on hard disk. 

Keywords: neural network, learning, intrusion, anomalies detection, SOM. 

1 Introduction 

The probability of threats in computer networks increases every year and is a rather 
serious issue, so the use of intrusion detection technologies is an important issue in 
providing network and computer security. The process of detecting an attack is 
implemented as a monitoring of events in the system or computer network, and allows 
you to determine, with the indicated probability, an intrusion or not. 

Modern filters of network traffic, detection systems and counteraction interventions 
become ever less effective when dealing with large volumes of traffic in high-speed 
networks and also unsuitable for recognizing new types and methods of attacks on 
computer systems and networks. Inductive methods provide the opportunity to obtain 
accurate identification or prediction of various complex processes in the case of short 
or noisy input data. This is relevant for network traffic recognition based on protocol 
classification because most of the normal network thread meets the RFC standards set 
by the developers, and the anomalies most often manifest themselves in non-standard 
behavior and packet status. 
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The system of intrusion detection verifies the network traffic that is being 
investigated for suspicious activity and also alerts the system or system administrator 
of possible attacks. The main purpose of intrusion detection system is to protect the 
availability, confidentiality and integrity of critical network information systems. Two 
main approaches to the system of intrusion detection are used: the detection of abuses 
and abnormalities [5]. 

Detection of misuse is based on the description of known dangerous actions. This 
description is often modeled as a set of rules that are referred to as signature attacks. 
The Anomaly Detection ID looks for a threat and applies the rules or predefined terms: 
the normal and abnormal activity of the system. In the future, we use it to detect the 
difference in threats from the normal system behavior, to monitor the report, or to block 
the threats when they arise. Different methods of artificial intelligence are used in 
intrusion detection system (IDS) anomalies, such as machine learning [11; 14], 
intelligent data analysis, image recognition and neural networks [18]. 

To identify abnormalities, it is more rational to develop an interactive intrusion 
detection system than regular rules and programs that work under the normal principle 
of detecting and responding to anomalies in the network. Therefore, it makes sense to 
integrate the classical approaches of IDS and approaches to data analysis using neural 
networks, which is considered a more flexible approach to the analysis and data 
classification [6; 9; 15]. 

2 Formulation of problem 

The aim of this work is to develop an IDS system prototype based on a hybrid neural 
network to detect anomalies and threats from the network, based on the principle of 
self-organizing maps and the error backpropagation of neural network (learning with 
teacher). The object of research is the implementation process of modules for detecting 
threats and anomalies in network. The subject is to formulate model and 
implementation methods of system prototype. 

Research has made it possible to determine that the software should perform 
analysis and separate the usual and dangerous data based on the input data, in this case, 
on the basis of network packets. But after revealing the dangerous data, he still needs 
to carry out the classification of the threat type. 

The approach to using neural networks (perceptrons) is chosen as the basis for 
fulfilling the tasks. These are neural networks based on self-organizing maps used to 
analyze data and to detect ordinary packets on the network when filtering traffic. After 
analyzing the data in the first neural network, potentially dangerous data is transmitted 
to the next neural network to detect the threat type based on the reverse error 
propagation. In this case, both perceptrons need to be trained to distinguish between 
suspicious packages and types of threats, respectively. The data used in the study of 
perceptrons is a dataset of the Lincoln Laboratory of Massachusetts University of 
Technology. This set is designed to evaluate DARPA intrusion detection systems and 
is considered to be a benchmark for IDS research [1; 7; 17]. 
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In conducting the experiment for classifying network traffic models, in accordance 
with the taxonomy of the five templates, we use a data set consisting of five classes of 
packages, which include: ordinary packages, packages for sensing and scanning 
infrastructure, packets that caused denial of service equipment, packages that have 
increased user privileges to super user and external threat packages. 

3 Software tools and solutions 

It was decided to use two interceptors for a more convenient scaling and use software 
with independent modules. This simplifies not only the ability to scale but also reduces 
the concentration of responsibility on each of the software modules. That is to teach 
and arrange two smaller perceptrons is much easier than one big one. Hybrid network 
approach based on a neural network without a teacher (first module) and a neural 
network with a teacher (second module) is used when developing a network threats 
analyzer. As a network without a teacher, use self-organizing maps. 

One of the main approaches to solving cluster analysis problems is a self-organizing 
maps (SOM) [10; 12]. They are adapted for using learning without teacher, that is, 
without the end result. 

The method of back propagation is a learning method that is controlled by the 
training of artificial neural networks [16]. The purpose of back propagation is to prepare 
the network to achieve a balance between the ability to respond correctly to the input 
models used for learning (memorization) and the ability to give intelligent input 
responses, as in the training. 

The process of learning without a teacher in SOM can be briefly described in three 
stages. In the first stage, weights of the connection are assigned small random numbers 
and the choice of the speed learning parameter is made. 

At the second stage, the best matching block is fixed, with determination of neuron 
with the greatest weight in the layer of neural network, Euclidean square is used to 
measure the distance between the input vector and the weight vector, and also the unit 
chosen whose weight vector has the smallest Euclidean distance from the input vector 
is selected. 

At the last stage, weights are updated according to the rule of training of Kohonen 
network according to formula (1): 

 ωij
new =ωij

old + α(xi − ωij
old), (1) 

where xi is the i-th input vector, ωij is the j-th column of the weight matrix, and α, the 
learning rate, decreases as learning proceeds. Updating neuronal weight in the network 
occurs only for active output neurons. It is allowed to teach a unit whose weighted 
vector is closest to the input vector [2]. 

Learning process itself continues until all input vectors are processed. Criterion of 
convergence in neural networks is an epoch. This is one iteration in the learning 
process, which includes representation of all examples from training set, as well as 
verification of quality training in a controlled set. Epoch determines how many times 
all input vectors must be submitted to the SOM for learning. 
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This algorithm is also called the gradient descent algorithm because the strategy of 
selecting such an important parameter as the weight for each neuron of a multi-layered 
network is based on the gradient method. Continuous target function as a measure of 
network success in the general case is defined as quadratic amount difference between 
an actual result and expected output value. Algorithm for the reverse distribution of a 
learning error uses two extensions of the network - direct and reverse. 

At the very beginning of the algorithm there is a direct passage where input data in 
the form of a vector implement distribution among the layers, from the original to the 
last. As a result of direct pass, a set of output signals is generated, which determines 
response of the network to the input data. During a straight pass, all synaptic weights 
of network are fixed. The second stage of algorithm is return pass where parameters 
(all synaptic weights) are adjusted according to the error correction rules. The essence 
of the rule is as follows: expected output values subtract resulting (resulting) value of 
an actual output and error signal is generated as a result of such an operation. Error 
signal extends like an echo in opposite synaptic bonds, so the algorithm got this name. 
And synaptic scales, in turn, are adapted to maximize expected output of network’s 
output signal. 

Scales are adjusted to reduce the error by distributing original error back through 
the network. Training kit is supplied several times to the network, and the weight values 
are corrected until overall error exceeds the specified one. Developed system uses 
identification process of abnormal and normal packets in a computer network. Whole 
process of system development can be divided into 2 stages. The first is the stage of 
training in which the SOM neural networks and reverse error propagation have been 
trained for a certain amount of time (epoch), it is shown in Fig. 1. 

Next step is to detect threats or testing yourself. Model of method functioning is 
shown in Fig. 2. Since the usual packet-transfer analysis operations are specified and 
they display the expected behavior, we can initiate knowledge-based definitions 
(improper use), whereas the non-typical packet activity (the invasion is likely to 
indicate the non-typical behavior of the packet) is constantly being developed and can’t 
be regarded as defined an attack, so identifying IDS abnormalities is performed on 
attacks. 

An uncontrolled neural network based on a self-organizing map (SOM) divides 
classification of threats into smaller categories, taking into account their similar 
features, and then, clustering of threats is performed based on the error of 
nonpropagation of the neural network. 

The SOM training is implemented on the basis of data from KDD-99 (knowledge 
discovery in databases), which is a set of data used during the second international 
competition on open knowledge and data mining. 

Connections in KDD-99 are presented in the form of functions, each of which is 
located in significantly different ranges, in one of the continuous, discrete, and 
symbolic forms. Functions in this set are protocol type, service type and respectively. 
The protocol type value can match tcp, udp or icmp; the service type may be one of the 
different network services, such as http, smtp, etc.; the checkbox corresponds to one of 
11 values, such as SF or S2. Other parameters in these connections are the length of 
connection; number of bytes of data from the beginning to destination and vice versa; 
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number of connections to the same end node as the current connection in the last two 
seconds, etc. The full list of attributes set for the connection records is given in 
corresponding sources of information [3; 7]. 

 
Fig. 1. Phase training algorithm. 
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Fig. 2. Detection phase algorithm. 
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4 System for detecting network anomalies 

In the process of designing and system software implementation, authors developed 
software (utility) that allows you to fulfill the purpose of the work – detection and 
classification of threats in network traffic (packets). 

As a software method, Python has been selected as an interpreted object-oriented 
programming language that supports module packs and several programming 
paradigms: object-oriented, procedural, functional, and aspect-oriented [4; 8]. The 
choice has been influenced by: Python’s support of object-oriented approach, simplicity 
of syntax, and availability of built-in functions and data structures. Also, in this 
language, a large number of ready-made solutions and documentation in the field of 
development and training of perceptrons is realized. 

We use PyBrain as the main framework for designing, developing and learning 
perceptron data. This framework has a sufficient number of solutions and algorithms 
for training, designing and testing various types of neural networks. Software 
architecture is presented using a procedural-object approach. Because there is no need 
to save intermediate result of the program (after learning entire perceptron is stored in 
the file), all the progress of learning is stored in the normal files on hard disk. 

We use setuptools as the main software, when creating this utility, to simplify the 
construction of the main framework of the system. 

Program consists of the main function that is called when the program is started and 
after class initialization [13]. 

from __future__ import __all__ 
from scipy import random 
from scipy.ndimage import minimum_position 
from scipy import mgrid, zeros, tile, array, floor, sum 
from module import Module 
 
class Kohonen_SOM_Map(Module): 
  learn_rate = 0.01 
  neighbourd = 0.9999 
  outdim, winner, neurons_num, dist_matrix, inputs_num, diff, 
neurons, outputFullMap = None, None, None, None, None, None 
 
  def __init__(self, dim, neurons_num, name=None, 
output_full_map=False): 
    outdim = 2 if output_full_map else neurons_num ** 2 
    Module.__init__(self, dim, outdim, name) 
    Kohonen_SOM_Map.outputFullMap = output_full_map 
    Kohonen_SOM_Map.neurons = random.random((neurons_num, 
neurons_num, dim)) 
    Kohonen_SOM_Map.winner = zeros(2) 
    Kohonen_SOM_Map.diff = zeros(self.neurn.shape) 
    Kohonen_SOM_Map.inputs_num = dim 
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    Kohonen_SOM_Map.neurons_num = neurons_num 
    Kohonen_SOM_Map.neighbours = neurons_num 
 
    # Init matrix of predicates 
    Kohonen_SOM_Map.__dist_matrix_create() 
 
  def _forward_err_implement(self, inbuf, outbuf): 
    Kohonen_SOM_Map.diff = Kohonen_SOM_Map.neurons - tile(inbuf, 
(Kohonen_SOM_Map.neurons_num, Kohonen_SOM_Map.neurons_num, 1)) 
    error = sum(Kohonen_SOM_Map.diff ** 2, 2) 
    Kohonen_SOM_Map.winner = array(minimum_position(error)) 
    if not Kohonen_SOM_Map.outputFullMap: 
      outbuf[:] = Kohonen_SOM_Map.winner 
 
  @classmethod 
  def _backward_err_implement(cls): 
    n = floor(cls.neighbours) 
    cls.neighbours *= cls.neighbourdecay 
    tl = (cls.winner - n) 
    br = (cls.winner + n + 1) 
    tl[tl < 0] = 0 
    br[br > cls.neurons_num + 1] = cls.neurons_num + 1 
 
    # calculate distance matrix 
    tempm = 1 - sum(abs(cls.dist_matrix - cls.winner.reshape(1, 1, 
2)), 2) / cls.neurons_num 
    tempm[tempm < 0] = 0 
    distm = zeros((cls.neurons_num, cls.neurons_num, cls.nInput)) 
    for i in range(cls.nInput): 
      distm[:, :, i] = tempm 
      distm[:, :, i] = tempm 
    cls.neurons[tl[0]:br[0], tl[1]:br[1]] -= cls.learningrate * 
cls.diff[tl[0]:br[0], tl[1]:br[1]] * distm[tl[0]:br[0], 
tl[1]:br[1]] 
 
  @classmethod 
  def __dist_matrix_create(cls): 
    if not cls.neurons_num: 
      print ("Kohonen_map: not setted neural layers") 
    distx, disty = mgrid[0:cls.neurons_num, 0:cls.neurons_num] 
    cls.dist_matrix = zeros((cls.neurons_num, cls.neurons_num, 2)) 
    cls.dist_matrix[:, :, 0] = distx 
    cls.dist_matrix[:, :, 1] = disty 
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The KohonenMap _forward_err_implement method assigns one of the neurons to input 
dates in the input buffer and fixed coordinates of neurons in the output buffer, and also 
performs calculation of the largest neuron, calculating data with the slightest error using 
square of difference. 

The KohonenMap _backward_err_implement method training the Kohonen map in 
an uncontrolled mode, moving the closest neuron and neurons adjacent to it closer to 
the input template [4; 13]. 

The main function performs initialization of an instance of the class, namely, it 
creates the KohonenMap object and assigns variable to given object. After that, in the 
input buffer, training data is asked in order to conduct training of this object. Learning 
result is stored on the hard disk after training for several cycles. 

The obtained results confirm that the quality of the classification of packages 
depends on the number of standards of separate classes in the educational voter. If the 
number is small, then the detection rate of the attacks is high and the number of detected 
intrusions by class is improved. This indicates that the method works in real-time with 
high performance. 

5 Conclusion 

The purpose of this work is to develop a hybrid neural network (perceptron) based on 
2 other neural networks, namely, the Kohonen neural network and the neural network 
with back propagation. Data set from the Lincoln Laboratories of Massachusetts 
Technology University from United Stateswas used as learning data sets. This data set 
includes type of package, its useful data and metadata. The Python language and 
PyBrain framework are selected as the software component. 

When developing software based on the idea of hybridization of neural networks, 
the problem was solved to ensure protection of internal network from external threats 
using packet filtering for threats such as denial of service and unauthorized increase of 
user privileges. Effectiveness of methods to protect computer networks from harmful 
traffic has been increased using prior analysis of packets risk. Also, in this neural 
network, the so called boosting is applied - an increase in the efficiency of the neural 
network at the expense of another neural network, which delivers already filtered 
information to the inputs. 

In the following, the possibility of using this software on operating system for such 
routers as OpenWrt is considered. This integration will not only increase an efficiency 
of this system while protecting the network, but also will increase an accuracy of the 
perceptron through the adoption of a large number of network traffic with self-study of 
neural networks. 
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Abstract. In the paper, we establish an investigation on the development of 
university 3D-model and its possible applications for educational and research 
fields. We assume that 3D-model of university can help in various scenarios 
and should be used to adopt modern immersing technologies into to university 
processes. Different means are employed for the development of the model. 
Bottom-up approach for using these means and their connection with each other 
are shown in the work. Then, details of the 3D-model design process are 
provided with peculiarities related to the university building location and 
corpuses positions. Finally, assembled models of university are shown in 3ds 
Max and Unity environments. In the final part of the paper, we suggest 
scenarios of model usage for educational and research fields. Universities can 
gain various benefits from integrating their research efforts to employ new 
technology and identify new development opportunities for both science and 
education in university. In case of the developed 3D-model, it is planned to use 
it in the projects connected with client-server applications, Internet-of-Things, 
Smart Grid, etc. In the educational process it will be a part of case-studies for 
learning 3D-modeling, development in Unity environment, training for 
emergency situations. 

Keywords: 3D-model, university, education, technology, development. 

1 Introduction 

Usage of modern information-communication technologies (ICT) is a crucial point for 
a successful university education system. ICT present in literally every field of life 
and knowledge and effective work with ICT is becoming more and more valuable. 
Students and enrollee are attracted by possibility to gain new knowledge about new 
technologies and their practical applications. Nowadays, they are surrounded by new 
technical means and those means are highly involved in the lifestyle. For instance, 
smartphone has become indispensable part of communication. However, when it 
comes to education process, those devices are not employed up to their full potential. 
We emphasize the following reasons to explain that condition: 
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1. Velocity of technology improvement process is much higher than capability of 
adaptation to new challenges in educational environment. By the time when 
technology is implemented for education process, it might be outdated already. 

2. Deficiency of technical means in educational institutions. 
3. Lack of systematic approach to this issue. No framework has been developed to 

join education system with rising technologies as they appear. 

Therefore, we can conclude that to cope with the problem educational institutions and 
specifically universities should not wait for opportunity to integrate new technology. 
They have to establish general idea of the development in form of framework and 
integrate immersing technical achievements into educational process fluently. 

In this work, we share experience of modeling university environment of Petro 
Mohyla Black Sea National University in the Computer-Aided Design (CAD) 
software. The developed 3D-model can be used in different scenarios and in tight 
cooperation with other modern technologies. 

2 Review of scientific sources 

In general, digitalization of educational process is one of the main trends in 
educational process nowadays, especially in higher education [6]. Both students and 
lecturers are ready to use modern technologies and devices for the classes. Moreover, 
one of the peculiarities is that students are prepared better for the technologies usage 
on a basic level than lecturers are. Virtual Reality (VR) and Augmented Reality (AR) 
can be considered as the most promising technologies for education. They provide 
advanced learning experience have almost unlimited possibilities for application. For 
instance, VR can be used for development of virtual labs [3], while AR is an effective 
tool for enhancing existing learning materials [12]. However, AR is still an adequate 
choice for development of new courses. These technologies provide gamification of 
education [11] that increases students’ engagement into the process [6; 11; 13]. 

From the research perspective, convergence and synergy of multiple emerging 
trends are very prominent [9]. They can be used together to provide benefits to all 
involved directions. In this work, we consider how 3D-model of university can be 
used in research topics such as IoT [7], AR [12; 13], Smart Grids, etc. Publications 
[15] aimed to develop the generalized approach for AR infrastructure for educational 
purposes. However, this work established general solution while peculiar cases might 
have significant deviation from the common software architecture. At the same time, 
subject-specific educational software [8] does not suppose possibility of extension to 
other fields. To conclude this part of the review, it can be stated that AR-application 
that exploits 3D-model of university building requires integration with software 
architecture to execute target functions. 

Let us consider in more details main environment for bringing new functions to 
3D-model of university. Unity [14] is a state-of-the-art toolkit for the task of 3D-
modelling and game development. It provides high-level programming interface to 
developers and reduces time to release of the final version of the product. In 
comparison with native interfaces for specific platforms, fewer code instructions are 
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necessary to achieve desired functionality. Unity supports deployment to multiple 
platforms. Thus, designs based on Unity automatically gain advantage of being able 
to work on various devices with different operating systems like Android, Windows, 
and MacOS. The list is not limited to the mentioned platforms. Developers can switch 
target platform and easily get application for new device without changing software 
side. However, the main drawback of such universality is high-resource usage of the 
device. Output file with compiled program code usually exploits much more device’s 
resources, especially disk storage capacity. 

Unity includes environment for modeling scene in 3D-view. You can import 
models into scene editor and combine them according to the needed location, 
positions of light sources, etc. However, it is not a Computer-Aided Design (CAD) 
program and it is more convenient to use other software tools for model development. 
We consider tools that assisted us during development stage in the main part. 

The last but certainly not least to mention feature of Unity is cohesion with other 
modern technologies like VR and AR. The first one supposes that person wears 
special equipment (glasses or helmet) with integrated means for displaying virtual 
image and can interact with virtual environment via gestures. VR exploits the idea of 
creating new reality with clear margin between existing and virtual objects. In 
contrary, AR is trying to provide new experience by augmenting real world. Objects 
of AR “appear” in our own environment and interact with it. For now, AR requires 
markers to be present on the scene and when device recognized markers, it brings new 
objects into the scene. Regarding connection VR and AR with Unity, both 
technologies can use models created in Unity. Moreover, Unity supports inclusion of 
a few AR-libraries so AR-features can be designed directly from Unity infrastructure. 
As VR does not depend on technology behind the curtain, any modeling tools can be 
used for scene generation. However, Unity is a mainstream technology and this is the 
reason why VR-projects include Unity as a basic instrument for modeling. 

Many universities develop 3D-models of their building and location or panorama 
views. Those designs give students the opportunity to be acquainted with university 
space, find necessary places, etc. However, the idea behind the model of university 
can have much more practical applications. It may be a complex platform for studying 
process, research environment, and investigation of contemporary technologies. But 
university building relates to the complex structures [5] with multiple details and 
developed model of university should be relevant to employ it in all the related 
activities.  

3 Results 

3D-model of university is a complex composition of multiple objects with different 
properties. Some of them comprise large number of nodes in space (e.g. university 
buildings) and other might be quite simple for design (e.g. part of interior design). 
During designing model of the university, we used bottom-up approach, e.i. start from 
low-complexity parts and then add more details, improve quality of each model, etc. 
Eventually, this approach leads to the state when design satisfies expected criteria 



152 

(dimensions consistency, texture selection, number of polygons for object 
detalization, etc.). 

Bottom-up approach supposes that a combination of different tools is harnessed for 
design process. We can distinguish next steps for retrieving 3D-model: 

1. Design of low-polygonal models. 
2. Improvement of models created at first step by adding additional polygons in their 

representation. 
3. Texture application and editing. 
4. Preparation of light sources. 
5. View cameras setup and adjustment. 

The following software products have been used during development of the university 
3D-model: 

 Blender [4]; 
 SketchUp [1]; 
 3ds Max [2]. 

The selection of the aforementioned software tools is explained by the availability of 
the extensive instrument set for 3D-model design with employment of different 
techniques. Moreover, the software tools are available under terms of free license for 
educational institutions. 

SketchUp is a lightweight software for designing of 3D-models. It is available in 
form of native application and can be used in web-browser. Because SketchUp is 
suitable for fast design of low-polygonal models, this software has been used for the 
university model. The basic models were created in SketchUp and then they have 
been improved in other modeling environments. 

Blender is another instrument to work with 3D-models. Its main purpose is 
creation of 3D-objects animations. The great advantage of Blender is that it has a free 
license and can be used even in commercial projects. 

3ds Max is probably one of the most advanced instruments when it comes to 
modeling complex 3D-objects. During development of the university model, 3ds Max 
was employed to enhance detalization level of the models from the previous step. 
Autodesk provides special free educational license for university for three years. 

3ds Max was also involved in the work with texture. It contains material editor that 
facilitates wide variety of configuration for the work with texture objects. To create as 
much realistic model as it is possible, textures have to be obtained first. They have 
been collected as storage of photos made around and inside the university. Only 
photos of the most important and visually notable objects were taken. 

Because models are stored in interchangeable format, output from one software can 
be used as an input model for other one. Thus, model can pass through different 
instruments before appearing in the final scene. It may be considered as a software 
pipeline for 3D-models that aims to improve quality of object with each next step or 
to bring new functions to available models. Fig. 1 demonstrates interconnections 
between software tools in terms of model processing. 
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Fig. 1. Structural flow interconnection between modeling tools 

The design of university 3D-model started from information available at the photos 
and blueprints of the university buildings. In general, main university building 
consists of four university building. At the location where university placed, slope can 
observed clearly. This fact produces one of the main difficulties for designing 
complex 3D-model. All components of the model should be in conformity state with 
each other to ensure that geometrical proportions match in joint points. Another 
complexity issue is concerned with architectural solutions for the building. Different 
floors of the university has different geometrical parameters and they vary 
significantly. Thus, we cannot just use cloning operation to obtain model of all stores 
in the corpus. Moreover, constructions in the main building have different number of 
floors and adjacent buildings are not equal by this parameter. Some of the photos that 
demonstrate outside facade of the university and internal space surrounded by the 
university are shown in Fig. 2. 

    
Fig. 2. Outer view and internal space of the university 

As blueprints contained almost no information about height parameters and 
proportions of the inter-corpus connection, they have been reproduced from photo 
materials and direct measurements obtained using a laser range finder. 

Basic low-polygonal models have been developed in SketchUp modeling 
environment. Different views of university corpuses are illustrated in Fig. 3. This way 
outer frame of the corpuses has been visualized. From this moment, 3D-model is 
ready for further detalization and enhancement. 

SketchUp 

Blender 

3ds Max Unity 
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Fig. 3. Modeling university in SketchUp 

From the Fig. 3, you also can see that model is described only using straight line and 
can be composed of as a union of rectangles. With outer frame, we can move on to the 
next stage that is design of internal parts. We modeled each floor separately. 
Afterward, all designed floors were embedded into the outer skeleton. The preview of 
combined floors models is shown in Fig. 4. 

 
Fig. 4. Models of stories of the university building 

It demonstrates floor models for one of the university buildings. You can visually 
notice that floors have different level of extension to the outer side. Additionally, two 
of the floors shown in Fig. have connection with other university structures. Stories of 
each building have been modeled individually because it makes construction modular 
and easier to change. However, this approach conceals a problem of consistency. 
Elements of the stories from different buildings have to be connected at the same 
level and no geometrical forms of connection should infer appearance of artifacts in 
the model (obstacles in passages, disconnected surfaces, etc.). 

At the next stage, prepared 3D-models are exported to the environment with wider 
instrument set. In this case, we perform export to 3ds Max 2019. With export done, 
we can perform rendering of the model from a different point of views to retrieve 
high-quality image of the model. One of the rendering results is demonstrated in 
Fig. 5. 
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Fig. 5. Rendering results of university model in 3ds Max 

At the next stage, we perform texture overlay and set up light sources for rendering of 
the ready 3D-model. However, to achieve high-quality results and to build final 
model with texture as maximum close to the original as it is possible, we need to 
collect those textures and apply them in the modelling environment. The results of 
this stage will be available in the next publications on the topic. 

Although, the model does not contain more details and full set of textures, it is 
ready for usage in development of the programming projects. We can import 
assembled model into Unity environment and organize preview using embedded 
functionality of Unity editor as shown in Fig. 6. 

 
Fig. 6. Representation of developed university model in the Unity environment 

As the model, has been imported into Unity, we can engage it into development of 
complex systems with combination of different technologies. Unity environment 
assists a lot in the software products development that includes 3D-model. It 
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conveniently separates visual presentation of the model and model’s behavior that is 
described in controller using programming language (C# or JavaScript). Unity 
features all conventional instruments (camera view, textures, light sources, model 
transformations, etc.) for programming 3D-models. However, it provides additional 
level of abstraction that results in reduced amount of code developer needs to write. It 
also provide notable advantage for testing because its integrated environment allows 
running developed solution immediately on the developer’s machine. 

Let us consider further how model of university can be used with other trending 
technologies for practical projects and researches. Internet-of-Things (IoT) [10] is 
very promising conception that supposes very high level of integration for modern 
devices to the global network. IoT is not limited by any specific application sphere 
and can be used in almost any activity. In context of 3D-model of university, it can be 
a complex solution that unites sensor network, network technologies, application 
server, and client application with support of 3D-graphics. Nodes in the network 
collect information from sensors and send measurements to the server. Server 
processes information and notifies connected clients about changes in state of the 
sensor system. This way client in real time can monitor microclimate in the 
classroom, identify presence of students, state of the equipment, etc. User can 
instantly “move” to the necessary place in application and react to the notification. 
Actions available to user depends on peculiarities of the system. 

For instance, we consider Smart Energy Grid (SEG) technologies. First of all, 
university have to occupy the role of prosumer (producer and consumer of electricity 
at the same time). Having large areas and huge demands for electricity resources, it 
makes sense to deploy at least basic photovoltaic (PV) infrastructure. If solar panels 
are installed on moving platform, operator can adjust their position in real-time using 
interface of 3D-environment. Consequently, it will result in higher level of generated 
energy and reduction of payment bill. Another example of electricity management is 
automatic light control system. If presence of activity is detected in the classroom, the 
light can automatically turn on. In opposite, if no activity is detected, it goes off. In 
this case, network node does not need to send all acquired measurements to the server 
but can just notify server when state of the light is changed. 

Another instance of 3D-model use is an interactive 3D-application. The application 
is responsible for visualization, navigation, and interaction with 3D-model. Thus, it is 
possible to perform a virtual tour over university. This feature can be employed for 
solving problem of the positioning in space, finding the route to the target point, and 
acquiring information about the object. Due to the high level of realism of the 
developed model, an effect of immersion can be achieved. 

Considering applications of the 3D-model in educational process, we can state that 
they are very promising. 

First, the model can be used in the courses connected with development of AR and 
VR software. Ready-to-use model significantly simplifies development process and 
allows formulation of the tasks. One thing all applications will share in common is 
active movement inside the modeling building. Thus, it is suitable for teaching 
concepts of camera in 3D-environment and its correct adjustment. An example 
application that employs that functionality is interactive guide for university 
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environment where user moves over the model and gets hints on what is the purpose 
of each room, who works inside, working hours, etc. Eventually, some part of 
electronic documentation might be moved into such application. However, this 
scenario does not limit possible practical benefit of 3D-model for programming 
purposes. In fact, many programming tasks are becoming more comprehensible and 
interesting for students when they are connected with programming 3D-models.  

Second, 3D-model of university can be effectively used for emergency training. 
For instance, preliminary training on the actions in case of fire situations can be held 
in 3D-environment. Various cases are available for such training to guarantee 
complex approach to the problem. Tested person verifies his/her action in the virtual 
environment and gets more acquainted with possible critical situations. It helps a lot 
when it comes to real training or even critical situation because person has visual 
experience and recalls recommended plan of actions faster. 

Third, the final 3D-model and its by-products are actually a good point for learning 
CAD-tools with emphasis on 3D-tools. They serve as an example of successful design 
and can be used for further improvement of the model. Tasks related to these 
disciplines include modeling of interior environment (view of the classrooms), 
perspective planning for further renovation of the building and evaluation of the 
proposals for this purpose. They can be visually evaluated and feedback for the 
project will be given much faster than without visual representation. 

Concluding this part, we can allege that proposed use cases do not form a full list 
of outcomes for research and educational fields of activities. Moreover, new 
applications should be found as modern technologies appear. 

4 Conclusions 

In this paper, we provide results of the development of Petro Mohyla Black Sea 
National University 3D-model. Four main software tools were occupied in the 
process. Bottom-up approach has been used for 3D-model design where outputs from 
one application served as inputs for another. It allowed improve detalization level 
systematically and combine simple models into complex ones. The designed model 
can be used in a set of various cases for educational and scientific processes. It can be 
especially effective solutions with rich visual experience and has many perspectives 
for further extensions. 
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Abstract. The article explores the issues of designing and developing a support 
system for corporate network users. The authors analyzed existing user support 
systems, including the concepts of ServiceDesk and HelpDesk. The study 
describes the process of designing and developing the software “Network user 
support tool” (NetSupport). This tool stores data in the Google Calendar Cloud 
Service. The results of the study are: analysis of the functioning of the Google 
Calendar service, review of the API for working with Google cloud services, 
development and testing of software to support the work of users. Functionality 
of Network user support tool allows you to create events on your system 
administrator or support teams` calendar with a detailed description of the user 
problem. The article describes the process of developing a network support tool 
using C# 6.0 programming language and .NET 4.6 technologies. The developed 
software has been tested in Ternopil Volodymyr Hnatiuk National Pedagogical 
University. 

Keywords: network support, cloud technologies, software development, 
Google Calendar, HelpDesk, ServiceDesk. 

1 Introduction 

The development of computer networks has been going on for many years. Today, 
many computers are integrated into corporate networks. User support on large networks 
is performed by several system administrators. They form a support teams. Hardware 
and software issues and staff errors cause a large flow of support requests. 

Therefore, there is a need to develop software for scheduling technical support 
processes. The relevance of developing the program “NetSupport” is to provide 
operational communications users and system administrators. 

The purpose of this article is to develop a software product to support the work of 
users of the corporate network. 

The main tasks of the research are: 

─ review scientific, technical literature on approaches to support for corporate network 
users problem; 

─ analyze available software to support user activity; 
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─ explore advanced cloud technology, including the Google Calendar API 
(Application Programming Interface); 

─ design and develop a support system for corporate network users; 
─ perform testing of the developed tool. 

To solve these problems, we used a set of theoretical and empirical methods such as 
analysis of scientific, technical literature, generalization, modeling of processes of 
obtaining, storage and processing of data in the investigated systems, observations, 
analysis of experience of using different systems in the IT infrastructure of the 
corporate network, modeling method and programming. 

2 Analysis of the basic concepts of the study 

A corporate network is a computer network that is geographically distributed, ie it 
brings together different offices, divisions, and the like. The principles underpinning 
the corporate network are somewhat different from those used to create a separate LAN 
(Local Area Network) [3]. For the proper operation of the network, a technical support 
department is required to ensure the correct operation and proper support of the 
corporate network. 

Technical support is a service structure for troubleshooting hardware and software 
problems, fixing mistakes users. Today to support the work of users use approach from 
Information Technology Infrastructure Library (ITIL). ITIL is a library for identifying 
problematic areas of the IT infrastructure, assessing the effectiveness of the IT unit [2], 
[9]. 

One of the main processes described by ITIL is incident management. The main 
purpose of incident management is to eliminate as quickly as possible problems in IT 
infrastructure – accidents, hardware problems, etc. To implement the process in the 
organization and create a special department that contacts with employees and 
coordinates the elimination of problems with the IT unit. This department may be called 
the Service Desk or the Help Desk [1]. 

The goal of Service Desk is to register user requests, provide them with the 
assistance they need, and engage IT staff to resolve problems as quickly as possible. 
Additionally, this service analyzes the statistics of incidents and the time to resolve 
them. This is necessary to evaluate and improve the quality of IT services. The Service 
Desk has the advantage of identifying problems and reducing the cost of sub-services. 
Such systems can usually collect statistics about PC performance. Help desk is a 
narrower concept, it is a tool for technical user support. The Helpdesk concept requires 
a technical support department [8]. 

Let’s look at some software tools that implement the Service and Helpdesk concept. 
Article [4] discusses software development to minimize time costs and increase 
productivity in the area of communication services. 

One of the customer support systems is commercial software Zingtree [10]. The 
system provides customer support. It provides the ability to automate the processing of 
user requests. With scripts, system administrator can reduce the client’s waiting time 
for a problem solving. Zingtree further enhances security – large enterprises deploy 
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Zingtree for added control and security. Zingtree helps solve complex decision-making 
processes that usually require many steps. Users work with the expert system and 
populate the decision tree. They answer the questions and the system displays the 
necessary information in a few steps. To create a decision tree, the user does not need 
to know programming. It is enough to draw a flow chart or answer questions. As a 
result, the Zingtree designer system generates the response code itself. 

Another HelpDesk system is Dezide. It proposes to create intelligent, interactive 
maps to solve problems. Skilled workers can create problem maps themselves. In 
Builder, you can add causes, troubleshoots, and post solutions [6]. The main idea of the 
program is that if other users encounter such a problem, then they will be able to find a 
solution in the database. 

The system also allows reduce average computer repair time, standardize 
troubleshooting and maintenance processes, and provide feedback to support engineers. 
It is possible to connect the system to CRM (Customer Relationship Management), 
ERP (Enterprise Resource Planning) and CMS (Content Management System). 

3 Results 

3.1 Designing a computer network user support tool 

The concept of the network support utility is based on the provisions such as 

1. We will use the Google Calendar cloud service to notify Customer Support about 
the user's issues. 

2. Determine which IT specialist will perform the task based on the user's choice of 
problem category. 

3. The application settings must be secure. Only the system administrator can change 
the settings. 

Students and teachers work in the academic classroom of the university. The university 
network consists of several hundred stationary computers, which are geographically 
located in several buildings. Therefore, it is not possible to have a competent system 
administrator in every classroom. That is why on our personal computers the network 
user support tool developed by us works. 

After the user has filled out and submitted the form, the data is transferred to Google 
Calendar. Each user hit creates a new calendar event. G Suite has a shared calendar for 
support team. Accordingly, all devices that have their respective accounts added will 
be notified of the new event. 

Google Calendar is an effective service for organizing activity. For example, the 
service can be used to schedule classes [5]. Using Google Calendar as a specific 
database, we can collect and analyze statistics Based on the data obtained, the engineer 
will be able to anticipate certain problems. The system administrator can pre-order the 
right parts. Statistics can also identify the types of problems and classrooms they may 
have. 

The applying of network user support tool model will provide the functions such as 
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─ receiving data about a PC problem (IP address, request creation date, error 
description, feedback email, request priority, classroom selection, and the ability to 
attach a file to explain the error); 

─ processing of the entered information and submitting it in a structured format in 
Google Calendar (the event name contains the classroom in which the request was 
made, the field “event location” – the IP address of the problem PC, the color of the 
event determines priority, “attachment” contains the user's file, the date is 
determined automatically, the event description contains the rest of the user's 
information); 

─  entering the processed information into the notification system; 
─  processing and executing the request by the system administrator. 

The calendar is a collection of events. They include additional metadata such as 
description, time zone, placement, and more. Each calendar has its own ID. It 
corresponds to the email address of one or more calendar owners. 

An event is an object associated with a specific date or time interval. Events are 
indicated by an identifier that is unique to the calendar. They contain basic information 
such as date, start time and end time, description, location, status, reminders, attached 
files. Events can be single or recurring. They can occur between two specific times or 
span a series of consecutive days. 

An event always has one organizer who created the calendar. It contains the main 
copy of the event. Event can also have multiple participants. The participant is usually 
sent an invitation from the primary calendar. Each user works with own calendar. It can 
also view or create events on other calendars it has access to. Users can create events 
and invite other users (see Fig. 2). 

 
Fig. 1. The concept of user access to calendars and events 
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Figure 1 shows 

─ User#1’s calendar contains the primary calendar, the group calendar and the 
additional calendar; 

─ User#2’s calendar contains the main calendar; it also has access to the group calendar 
and the primary calendar of User#1; 

─ User#1 created Event1, so he can take any action with it, User#2 Event1 is view-
only. 

Figure 2 contains the concept of user interaction network user support tool through 
Google Calendar. 

 
Fig. 2. User’s interactions model 

As you can see, a user with a calendar can view the entire list of events (calendar list). 
It is based on calendar entries. The calendar owner can add a participant to each event 
and specify an access rule by specifying the visibility of the calendar (public, private, 
or default). 

Therefore, the network user support tool model provides for synergies between 
system administrators and users to solve problems that occur in the latter with 
subsequent distribution and control of problem solving. The following is intended to 
develop a server for collecting and processing information. 

3.2 Implementation of the network user support tool 

To create the network user support tool, we have chosen Microsoft .NET. It is a 
software technology for creating both desktop applications and web applications. It is 
largely a development of Java technology ideas and principles. One of the ideas behind 
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.NET is the compatibility of services written in different languages. .NET is a cross-
platform technology, with Microsoft Windows, FreeBSD and Linux platforms being 
implemented at this time. 

.NET is divided into two main parts – the execution environment (virtual machine) 
and the development toolkit. There are several .NET application development 
environments such as Visual Studio .NET, SharpDevelop, Borland Developer Studio, 
Eclipse. In the simplest case, user can develop applications in a text editor and use the 
console compiler. 

To use Google Calendar, we need to use the API of this service. This interface is 
accessible through Google Code, a software developer service. It is for Google-related 
products. However, the site also provides third-party development services. One of the 
main services is the version control system. All projects published on Google Code are 
open source. 

Application Programming Interface (API) is a set of subroutine definitions, 
communication protocols, and tools for building software. This is usually a method of 
abstraction between low-level and high-level software. Google offers a wide range of 
application interfaces. They allow developers to integrate their own applications with 
Google services, such as AdSense, Google Drive, Calendar, and more. 

SOAP (Simple Object Access Protocol) APIs allow developers to integrate native 
applications with Google services. APIs allow developers to build applications that 
work with Google’s cloud services. These include the Google Apps API, Blogger, 
Google Base, Google Book Search, Google Calendar, Google Code Search, Google 
Spreadsheets, Google Notebook, and Picasa. The Calendar API allows you to display, 
create, and modify calendar events. You can modify and control the event fields. 

To use the Calendar API in Visual Studio, we have created a new project on Google 
APIs. We used the Calendar API for this project. Credentials were created to access the 
project. We have chosen to access OAuth 2.0 accounts. 

The OAuth protocol allows the application to obtain user rights to use some APIs. 
The rights are denoted by a token whose properties are in no way defined. It may be the 
same for different users; it may be different for one user at different times. The main 
thing is that in exchange for the token, the program will be able to perform some actions 
on some service. Unlike the known OpenID protocol (which provides authentication), 
OAuth performs authorization [7]. 

For applications that use the OAuth 2.0 protocol to call Google APIs, we used an 
OAuth 2.0 client ID to generate an access token. The token contains a unique identifier 
(Fig. 3). The received client ID and secret can always be accessed from Credentials in 
APIs & Services. 

The JSON (JavaScript Object Notation) file with credentials client_secret.json was 
then downloaded from Google APIs. 

After creating a new project in NuGet Package Manager, we ran the Install-
PackageGoogle.Apis.Calendar.v3 command. It installed a library to work with the 
Calendar API (Fig. 4). A client_secret.json file was also added and set to always copy 
this file to the project. 

For example, a class for retrieving calendar entries contains 
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─ the using directive to allow the use of types in a namespace 
(Google.Apis.Auth.OAuth2; Google.Apis.Calendar.v3; Google.Apis.Calen- 
dar.v3.Data; Google.Apis.Services; Google.Apis.Util.Store); 

─ methods GoogleWebAuthorizationBroker.AuthorizeAsync and 
GoogleClientSecrets.Load for user authorize by OAuth2 protocol; 

─ instance of the class Google Calendar API service; 
─ parameters of request to service (request.TimeMin, request.SingleEvents, 

request.MaxResults, request.OrderBy, request.ShowDeleted). 

 
Fig. 3. Create a project in Google Developers Console 

 
Fig. 4. Installing Calendar APIs Packages 

As you know, calendar owners can share the calendar with others. Calendar sharing 
options are provided in the calendar's ACL (access control list, see Table 1). Each 
resource in the ACL collection has specific access rights to calendar objects. We used 
the following Google Calendar ACL APIs (see Table 1). 

Table 1. The Google Calendar APIs ACL collections 

Property name Type Description 
Etag Etag ETag of the resource. 
Id String ACL Rule ID 
Kind String Type of the resource ("calendar#aclRule"). 

Role String The role assigned to the scope. Possible values are: 
none, freeBusyReader, reader, writer, owner 

Scope Object The scope of the rule. 

scope.type String The type of the scope. Possible values are: default 
(public scope), user, group, domain. 

scope.value String The email address of a user or group, or the name of a 
domain, depending on the scope type. 
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By default, each user has owner access to their master calendar, and this access 
cannot be changed. Because our university has a Google Suite academic subscription, 
some Google Calendar settings have been made at the domain level. For example, the 
support team was forbidden to share calendars outside of the organization. After we 
shared our calendars, we worked with individual events using the “scope.type” 
property. 

When launching the network support tool, the user will see a fill in form that will 
form a new event in Google Calendar. The general view of the program is shown in 
Fig. 5. 

 
Fig. 5. Interface of the network support tool 

The request is formed in the following order. If the problem occurs on a computer where 
the user is working, then the radio button “My PC” remains in the form. In doing so, 
the program automatically fills in the IP address field of the computer, where the PC 
name is additionally written and the field data is not available for change. Instead, if 
the user selects RadioButton No, the IP address field will be accessible. You can select 
a classroom from the drop-down list. In the future, the audience number will be the title 
of the calendar event. 

An e-mail box for the system administrator responsible for each classroom is 
assigned. The network support tool adds an employee as a participant to an event on 
Google Calendar and notifies them of a problem. The calendar event is marked in color 
based on data from the Priority list. There are three types of priority: high, medium and 
low. These priorities are matched by three colors – red, blue, or gray. Thanks to it, the 
administrator can see which task is of the highest priority. In the text box below, the 
user enters text describing the problem. You can also insert an image or screenshot 
here. 

Clicking the Submit button prompts you to create an event on Google Calendar. 
When the request is generated and sent to the server, the program displays a message 
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about the successfully created request with the text of the message. If there is no Internet 
connection, the user will see an error message about the application. Network support 
tool will output an error if not all data is entered. 

The following code listing shows a method for adding an event to a calendar based 
on user input. 

public void Method(string msg, string ip, string summary, string 
email) { 
    String basicEmail = "netsupport@fizmat.tnpuedu.ua"; 
    String colorEvent = ""; 
    String priority = comBPriority.Text; 
    switch (priority) { 
        case "Hight":          colorEvent = "11"; break; //red 
        case "Medium":         colorEvent = "9";  break; //blue 
        case "Low":            colorEvent = "8";  break; //grey 
        default:               colorEvent = "11"; break; 
      } 
      UserCredential credential = 
GoogleWebAuthorizationBroker.AuthorizeAsync( new ClientSecrets { 
          ClientId = "*****.apps.googleusercontent.com", 
          ClientSecret = "********", 
       }, 
       new[] { CalendarService.Scope.Calendar }, 
             "user", CancellationToken.None).Result; 
  var service = new CalendarService(new 
BaseClientService.Initializer() { 
    HttpClientInitializer = credential, 
    ApplicationName = "NetSupport tool", 
  }); 
Event myEvent = new Event { 
    Summary = summary + "classroom", 
    Location = ip, 
    Start = new EventDateTime() { 
        DateTime = DateTime.Now, TimeZone = "Europe/Kiev" 
      }, 
    End = new EventDateTime() { 
        DateTime = DateTimeEnd.AddDays(1),  
        TimeZone = "Europe/Kiev" 
      }, 
      Description = "Your email: " + email + "\n" + msg, 
      ColorId = colorEvent,  
      Recurrence = new String[]  {  
        "RRULE:FREQ=WEEKLY;COUNT=10;WKST=SU;BYDAY=TU,TH" 
      },  
      Attendees = new List<EventAttendee>() { 
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           new EventAttendee() { 
      Email = ws.m_aAudience[comBAudience.SelectedIndex].email},  
          new EventAttendee() { Email = basicEmail } 
        } 
  }; 
  Event recurringEvent = service.Events.Insert(myEvent, 
"primary").Execute(); 
 } 

If the administrator goes to his calendar, he/she will see the created event (Fig. 6). 

 
Fig. 6. Google Calendar event 

The system administrator must enter a login and password in order to enter the 
application settings. The settings available in the network support tool settings are: 

─ add a new classroom; 
─ change administrator’s e-mail; 
─ remove the classroom. 

We have created a separate “Workspace” class to process this information to store 
classroom and email data. This class can write and read data about the contents of an 
XML (Extensible Markup Language) file. The Workspace class is Singleton. Singleton 
is a design template, belongs to the class of creation templates. It ensures that a class 
has only one instance, and provides a global access point for that instance. Thanks to 
this, we can rest assured that our classroom data and email addresses are securely stored 
and will not be deleted the next time you launch the application. 
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4 Conclusions 

This article analyzes the basic concepts related to supporting the work of users of 
computer networks. We have designed the key features that the program should 
perform, selected the language and technology of the software implementation, 
described how to create a Google Developer Console project, and steps to gain the 
rights to use API features. The result of this project is to obtain a JSON file that allows 
the application to access Google Calendar. It also describes the basic concepts of 
Google Calendar, its capabilities, and how it works with creating events, sharing them 
with other users. 

When developing the network support tool, we learned to use Google APIs, 
including the Google Calendar API, to formulate and query calendar events using C# 
programming language and .NET technology. The main advantage of this software is 
that it promptly notifies the system administrator of the problem of the user, and allows 
to distribute and control the process of its execution. The downside is the inability to 
send a request without an internet connection. 

We see prospects for further research, such as 

─ implementation of the server for information gathering and its analysis; 
─ creating a module for the system administrator, where he/she can mark the 

completed tasks, generate requests for events that are entered in the calendar by 
priority, audiences or performance notes; 

─ cross-platform development, in particular for OC Linux. 
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Abstract. In this study we present the software development method for e-trade 
business process management information system. As a software platform for 
implementation of the e-trading business process management system has been 
selected MSSQL database and software component implemented with the use 
of ASP.NET MVC Framework. The developed Web-application includes the 
following functional blocks: user authentication module; administration 
module; block implementing the functions of domain mathematical model and 
information processing procedures; database intended to store initial data, 
trading activity indicators and calculation results, as well as the content of the 
Web-application interface components; logistics module; server end, which 
implements the procedures for the database access, the formation of the view 
modes of the models and functions of the domain mathematical model; 
interface that provides an interactive user access to the Web-application 
features. The connection between the Web-application and the database is 
performed on the basis of the GET http-protocol method and is provided by 
generating database queries and query results. The developed e-trade business 
process management information system has a three-level software and 
hardware structure and is designed to manage the processes of interaction 
between the online store and on-line consumers. 

Keywords: e-trade, business process, software development, management 
system. 

1 Introduction 

Information technology is a reality of modern economy, and an entrepreneurship is 
inconceivable without electronic trading methods, without sales promotion on the 
Internet. The use of the Internet radically transforms the processes of economic 
cooperation between the companies and their customers, partners, suppliers and even 
competitors. Methods and means of carrying out commercial transactions in e-trade 
are somewhat different from those carried out in the real economy [14]. 

Socioeconomic subject matter of e-trade, its features, and innovative role in the 
modern economy relate to new, understudied areas of economic science [2]. This fact 
determines the need for an objective study of organizational and economic 



172 

foundations for the development of e-trade to solve practical issues of increasing the 
efficiency and competitiveness of business. 

Electronic trading markets operation has caused significant changes in the modern 
economy. The basic relations and business models have changed: from the 
manufacturer’s domination, and then to the intermediary – to the leading role of the 
consumer; from mass production – to manufacturing products to order; from the value 
of material resources – to the value of information. At the same time, electronic 
trading markets have not changed the basic concepts of market relations, but have 
identified new mechanisms for their implementation. The electronic trading market is 
a prevailing electronic trading environment and a set of its participants, products, 
services and processes of their interaction, characterized by certain regularities in the 
context of a developed network of information and communication features. E-trade, 
as compared to traditional business, has substantial advantages. In particular, the use 
of new electronic communication channels significantly reduces costs related to 
organization and support business infrastructure, and the possibilities of e-trade allow 
re-designing business strategy at any moment [13]. 

An important circumstance that ensures the electronic trading markets operation is 
the availability of a fully-fledged electronic trading environment. The electronic 
trading environment is formed in the presence and direct interaction of such factors: 
modern information and communication tools for e-commerce, a wide range of 
consumers with full access to information and communication facilities (with Internet 
access), sellers, using information and communicative means for the sale of goods 
and services. Information and communicative tools for electronic trading are the 
modern information technologies and systems that provide effective implementation 
of procedures for reading, processing, storing and transfer of information resources 
based on computer networks. 

The effectiveness of the electronic trading markets operation depends on the 
number of potential consumers of products and services presented on the market. An 
electronic trading environment cannot be formed without a wide range of consumers. 
Their presence is determined by the level of development and the degree of 
implementation of information and communication facilities in all spheres of socio-
economic activity. Without providing users with Internet access, it’s difficult to talk 
about the availability of an electronic trading environment. The presence of vendors 
using computer network resources for the sale of goods and services is a proactive 
factor in the electronic trading environment formation, since sellers are interested in 
making profits through the use of new, electronic trading mechanisms. At the same 
time, in order to have an electronic trading environment, sellers have to inform 
potential buyers in virtual space, while they bear the appropriate promotion expenses 
and market entry [12]. The cost of electronic trading market entering, it is by 
definition the financial and material costs to ensure the operation of the Internet store 
(website creation, delivery of goods organization, electronic payment systems 
connection, etc.). Promotion expenses in electronic trading are related to the creation 
of mechanisms for influencing consumers’ preferences, by forming the priority 
consumer goods value. Since there is little or no cost of obtaining information about a 
particular product or service in an online environment, the role of informative 
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advertising in electronic commerce is significantly restricted, that is, the 
overwhelming part of advertising is a manipulative advertising, which increases the 
readiness of potential buyers to buy goods and services [13]. Promotional expenses in 
electronic trading primarily relate to the arrangement and placement on various 
electronic resources (own websites and other areas providing advertising) the banners 
about services and products and various incentive measures. Thus, potential buyers 
will get information about sellers and can interact with sellers through information 
and communication tools. 

The electronic trading markets operations are associated with the interaction 
between sellers and buyers. Interaction of the electronic trading market participants is 
carried out whiles the procedures for the purchase and sale of goods and services 
implementation. Electronic trading market participants include sellers, buyers and 
intermediaries, as well as organizations that provide infrastructure and market rules. 
Regarding the intermediaries, we have not distinguished them separately for the 
reason that the main purpose of their activity is, as in the direct salesmen, in providing 
sales of goods and services in order to generate profits. The process of buying and 
selling goods and services in electronic commerce is much more complicated than in 
traditional trade, since even the structure and interface of an online store site can 
affect the specifics of this process. The purchase and sale of goods and services in 
electronic commerce begins with the search and acquaintance of a potential buyer 
with the range of products and services he or she needs in the virtual environment. 
After the final choice, the buyer makes an application for the selected product or 
service. The Internet seller carries out the order processing specifies the buyer's 
choice and, if confirmed, forms an account for payment. Then, checking the 
availability of the desired product or agreeing on the procedure for providing the 
services selected by the buyer take place. In the case of availability of goods or the 
buyer’s agreement on the proposed procedure for the provision of services, the buyer 
is sent an invoice for payment. Payment is made with the mutual consent of the buyer 
and the seller and can be executed pre-payment (prepayment) or on the fact of 
delivery of the goods and performance of the service (post payment). After the 
payment procedure is agreed, the service is performed or the goods are sent to the 
buyer. Delivery of goods can be carried out both at the address of residence and to the 
nearest to the buyer pickup point (for example, “FedEx” or “DHL Express”). Payment 
for goods and services in electronic trading is usually carried out after the delivery of 
the goods or the performance of the service, this increase the buyers’ confidence. 

It should be noted that all the elements of the electronic trading market are present 
both in the real, physical environment, and indirectly, in a virtual trading environment 
based on the use of information and telecommunication technologies. This means 
that, depending on the type of merchandise product on the electronic trading market, 
it can be presented in the process of purchase and sale as either a real product or as a 
product presented in digital format (for example, a software product or information 
service provided using the Internet). 

The technological aspects of the electronic trading market are extremely important 
factors that ensure the effectiveness of its operation. The reliability, safety of 
technological solutions is the basis of e-commerce, which depends on the 
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participation in procedures of purchase and sale. The current level of technology 
development allows creating high-performance, protected from external interference 
information and communication means of ecommerce. There is also a certain list of 
organizations that support the reliable operation of computer networks, the main 
means of e-commerce. The organizations providing the World Wide Web are 
represented by three types of ISPs (Internet Service Provider), IPP (Internet Presence 
Provider) and PCP (Private Content Publisher). They have rights to different types of 
servers, including host-computers (full-time operating equipment), and provide the 
following main service (services): E-mail, FTP (File Transfer Protocol), WWW 
(World Wide Web – customers hosting). 

Automation of large-scale business processes vital for e-trading systems efficiency 
remains one of the most complicated problems in large enterprises. Known theoretical 
and practical solutions for small and medium businesses do not comply with large 
companies’ requirements, their functions and development tools, as well as the level 
of integration of Web-environment and enterprise management systems [15]. The 
efficient IT support for e-trading is deterred with architecture and capabilities of 
informational systems not focused on creating an interconnected e-trading network 
[4]. An urgent need arises for developing new conceptual approach focused on 
integration of e-trade business processes with informational management systems. 
The problem of deep integration of informational environment as a basis for building 
efficient e-trading systems is complicated with technological discontinuity in typical 
informational systems stipulated by the wide range of software and network solutions 
during their creation. Therefore, a significant interest of scientists in the management 
software development in e-commerce, which allows increasing the efficiency of 
economic activity of enterprises, is quite reasonable. In this research we present the 
method for software implementation of e-trade business process management 
information system. 

2 Results and discussion  

Preliminary studies of the mechanisms of the electronic trading markets development 
and operation [12; 13] allowed determining the structural components arrangement 
and the functional use of core information flow processing modules of the e-trade 
business process management system and provided the opportunity for the transition 
to its software implementation. 

The business processes accompanying the e-trade have been taken into account in 
the course of the software Web-based application development. The software 
implementation of the e-trade business process management system has been 
performed based on the developed transaction and advertising cost models [13]. 
Important aspects of the developed e-trading business process management system 
are the automation of all calculation mechanisms and framing procedures for the 
products delivery routes and cross-browser support for a computer Internet network, 
providing access to all its resources for geographically spread users, regardless of the 
location. The developed Web-application includes the following functional blocks: 
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─ user authentication module; 
─ administration module; 
─ block implementing the functions of the domain mathematical model and 

information processing procedures; 
─ database intended to store initial data, trading activity indicators and calculation 

results, as well as the content of the Web-application interface components; 
─ logistics module; 
─ server end, which implements the procedures for the database access, the formation 

of the view modes of the models and functions of the domain mathematical model; 
─ interface that provides an interactive user access to the Web-application features. 

User authentication module. This module provides functional differentiation of access 
modes to the Web-application controls and its resources according to the user’s role 
and performs verifying the correctness of the registration data entered by the user. To 
access the application functions, it is required to enter the login and password stored 
in the system after the registration procedure in the e-trade business process 
management system. This module verifies the compliance of the user-entered data 
with the records stored in the database. In the case of the correct data entry, the 
module provides an access to the Web-application functionality and resources in 
accordance with the user access level specified by the system administrator. 

Administration module. The module is designed to specify the levels of user access 
to the Web-system resources. The module regulates access modes to the Web-
application functions on the basis of the work with three user groups (administrators, 
managers, and users). 

Database. In the course of the domain conceptual model development, its entity 
and the relationship between them have been determined. Each entity with the 
database development is converted into a table, each entity attribute corresponds to 
the field in the database table. Figure 1 show the database model used in the 
interaction management Web-system. Designing data arrays involves defining their 
composition, content, structure, and choice of rational way of their provision. The 
database has been developed with the use of DBMS MSSQL [1]. Its logical structure 
can be seen in figure 1. The database contains the following tables: 

─ Addresses table – is used to store the information about buyers' addresses; 
─ AspNetRoles table – is used to store the information about user access modes; 
─ AspNetUserRoles table – is used to store the information about the correspondence 

of access modes and users; 
─ AdvertisingCosts table – contains information on the size of the local e-trade 

market (number of sellers and potential buyers) and on the level of consumer 
awareness and the degree of saturation of the market by advertising; 

─ AspNetUsers table – is used to store the information about registered users of the 
system; 

─ AverageValues table – is an auxiliary table for saving the averaged values of the 
domain mathematical model; 

─ MarketEvents table – is used to store the information about marketing activities; 
─ Orders table – is used to store information about the order; 
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Fig. 1. Database model. 

─ PaymentTypes table – is used to store the information about different forms of 
payment for products and services; 
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─ Products table – is used to store the information on the products; 
─ Receipts table – is used to store the information on payment receipts for products 

and services; 
─ ShippingTypes table – is used to store the information on delivery methods; 
─ Shops table – is used to store the information about the online store; 
─ TariffCoefficients table – is used to store the information for determining the tariff 

coefficient; 
─ DeliveryRouteReceipts table – is used to store the information about the 

correspondence of the route and receipts on orders in the route of goods delivery; 
─ DeliveryRoutes table – is used to store the information about products delivery 

routes; 
─ WeightCategories table – is used to store the information on weight categories of 

products; 
─ UrbanCategory table – contains information about urbanization categories. 

The connection between the Web-application and the database is performed on the 
basis of the GET http-protocol method and is provided by generating database queries 
and query results [8; 11]. The resulting samples are serialized in the *.JSON format 
for transmission to the Web-application [1]. If it is necessary to save data to the 
database, the Web-application generates an object in the *.JSON format; the 
deserialization of the object obtained by the POST http-protocol method, as well as 
the generating of the corresponding database queries (REPLACE or UPDATE) takes 
place in the PHP gateway [5]. 

The block implementing the functions of the domain mathematical model and 
information processing procedures. The block implements computational algorithms 
for determining transaction and advertising costs [13] and performs automation the 
procedures for processing information on sales and delivery of goods. 

Logistics module. The module consists of two functional parts - an interactive map 
and a list of routes with the order structure on the route. The main purpose of the 
module is to automate the mechanisms of transport logistics for the products delivery 
to customers and to ensure the visualization of procedures for the delivery routes 
development with a graphical visualization of the route pattern on the interactive map. 

Functionally, the module also provides calculation and visualization (by data 
transfer to the block of the trade indicators analysis) of transaction costs of consumers 
with the ordered product individual delivery, when delivering products via a 
collective route and calculated in accordance with the developed economic-statistical 
model of transaction costs. There are four main elements in the module structure: the 
access block to the functions of the Logistic module; OrdersController control block; 
Visualization block by applying LogisticViewModel view model; OrderManager 
providing a block. The structure of its blocks and interconnections between them are 
determined, first of all, by the functional requirements for the processes of the sold 
commodity products delivery to customers in electronic commerce. The operation of 
the logistics module is carried out as follows: 

─ OrdersController generates a list of Routes, based on the data on placed buyers’ 
orders for delivery, which are formed by the GetReceiptsListAsync and 
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GetTariffModel methods, and also transmits a completed list for its visualization 
using LogisticViewModel tools; 

─ In the LogisticViewModel view model, the calculation of the distances for each 
route based on the list of products delivery addresses and transferring these data to 
the OrdersController is performed with the use of Yandex.Maps API; 

─ The Calqulate method performs the calculation of the consumer transaction costs 
based on the delivery route data and the CalqulateTariff method that provides the 
data on the tariff coefficients and returns the calculated data to the 
LogisticViewModel view model; 

─ After the products delivery route confirmation by the manager and the printout of 
the corresponding route documents, the OrdersController transfers control to the 
OrderManager provider, which changes the order status using the 
SetOrderShipping method and stores the information in the database using the Save 
method. 

Server end and Web-application interface. As a software platform for the 
implementation of the e-trading business process management system the following 
components has been selected: MSSQL database, the software component 
implemented with the use of ASP.NET MVC Framework [6] – a framework for 
creating Web-applications that the Model-View-Controller template generates. 

The ASP.NET MVC platform is based on the interaction of three components: 
controller, model, and view. The controller accepts queries, processes the information 
entered by a user, interacts with the model and view, and returns the results of the 
query processing to the user. The query processing generator is used to control the 
markup and code insertion.  

The Razor view generator is used to control the markup and code insertion in the 
view. The C# programming language [9] is used as the language of the software 
implementation of the e-trade management Web-application. To provide the 
interconnection of the interface interactive components of the e-trade business process 
management system with the Database, the ADO.NET Entity Framework [10; 7] – an 
object-oriented data access technology is used. The interface of the developed Web-
system in e-commerce includes the following parts: 

─ controls that provide user authentication, verification of the entered data and 
providing access to the Web-application functions, according to the level of user 
access; 

─ controls that provide the Web-application user registration; 
─ administration module for editing account parameters and assigning user access 

modes to the Web-application functions; 
─ menu of the interaction management Web-system in e-commerce, which provides 

navigation for Web-application users, including the following menu items: 
homepage, products, documents, marketing, logistics, analysis; 

─ information block with the viewing of the information on the developed integrated 
e-trading business process management Web-system and the technology for its use; 
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─ interactive map of the region showing the location of the shoppers of the on-line 
store with the availability of graphic viewing of the selected route for the products 
delivery; 

─ module for viewing the routes for the products delivery and the structure of the 
orders on the route with the availability of the route documentation printing 
(delivery route, route task, list of orders on the route, payment receipts and delivery 
costs); 

─ block for filing and viewing of the operational and reporting documentation for 
describing business processes in e-commerce; 

─ block for viewing the list and characteristics of marketing activities and the results 
of the advertising costs calculating in e-commerce; 

─ block for viewing the results of the transaction costs calculations of consumers in 
electronic commerce; 

─ block for viewing analytical information on trade activity indicators in the form of 
diagrams and charts. 

Technical requirements. To ensure the Web-application functioning on the server end, 
the following software is required: MS IIS 7.0 and higher; ASP.NET MVC 5.0 and 
higher; MSSQL 2008 and higher. A modern system and application software 
(operating system and browser) should be installed on a client’s computer for the 
reliable functioning of the business process management system in electronic trade. 
The homepage of e-trade business process management system is given in figure 2.  

 
Fig. 2. E-trade business process management system homepage. 

The e-trading business process management system interface is designed to work with 
three groups of users (administrators, managers, and users) and provides the use of the 
Web-application functionality and controls, depending on the particular user access 
level. 
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Administrators – have access to editing the e-trading business process management 
system context and can distribute user access rights to Web-application features. 

Managers – have access to all Web-application features, with the exception of the 
above-mentioned administrator rights. Managers can edit tables with the information 
on the product range and trading procedure characteristics and initiate and regulate all 
calculation and reporting procedures. In essence, the access mode of the manager 
provides the full use of all functions of the e-trading business process management 
system in order to automate the trading activity of the online store. 

Users – have access to the selection procedures of the products and the order 
placement for the purchase of commercial products. 

The Web-application has been implemented with the use of the Model-View-
Controller pattern (MVC) [3; 6] – a usage pattern of several design patterns through 
which the application model, user interface, and the interaction between the 
application and the user are divided into three separate components, so that the 
modification of one of the components has a minimal impact on the other. The 
developed e-trade business process management information system has a three-level 
software and hardware structure and is designed to control the processes of interaction 
between the online store and on-line consumers. The e-trade system does not require 
specialized user training and can be used regardless of the trading activity specifics of 
a certain online store. 

3 Conclusion  

The developed e-trade business process management information system provides 
management of the trading activity of an electronic enterprise in the framework of 
В2С and В2В interaction models. Modern software tools such as MSSQL, ASP.NET 
MVC Framework and the C# programming language have been selected as the tools 
for the Web-application software implementation. The Web-application is designed to 
work with three groups of users (administrators, managers, and users) and provides 
access to interaction controls depending on the level of a particular user access. For 
each group of the Web-system users, the measures have been taken to ensure the 
security and reliability of trading operations procedures, regardless of their territorial 
distribution. Important aspects of the developed interaction management Web-system 
in e-trade are the automation of all calculation mechanisms and framing procedures 
for the products delivery routes and cross-browser support for a computer Internet 
network. The Web-system provides calculation of advertising and transaction costs 
and graphic visualization of the transaction costs of consumers with the ordered 
product individual delivery, with the product delivery on a collective route, which 
allows an Internet seller to track decrease in the level of transaction costs of 
consumers as a result of the collective routes introduction for the products delivery. 
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Abstract. In this work, the database was designed and implemented in 
accordance with the requirements of the relational model, which ensures the 
storage and collective access to the information of the auto-filling system and 
CMS WordPress data. Algorithms of system functioning were developed, the 
order of interaction of classes during program code execution was determined, 
as a result of which the application was implemented. Template Method 
architectural pattern was chosen to implement the web-based automatic content 
filling system. The following tools and technologies were selected to create the 
software package HTML markup language for HTML documents; 
programming language PHP; MySQL database management environment; 
Apache web server; the OpenServer package. The algorithms of the basic 
processes of content filling automation were considered and the interaction of 
the system classes during the processes of parsing, filtering and storing of 
information were analyzed. The developed system does not require specialized 
hardware, additional settings and deployment tools other than the standard ones 
for such plugins. This application is mostly for the site administrator and does 
not have user interface. That is why the features of the plugin automation 
system configuration interface; RSS feeds view and management interface, as 
well as the RSS feed configuration interface are described in detail. In the 
future, this system can be improved by introducing new functionality and 
improving the algorithm for reading data. 

Keywords: system, content, automatic content, development. 

1 Introduction 

1.1 Formulation of the problem 

Professional SEO and website promotion are long processes. In such circumstances, it 
is difficult to predict the timeframe within which a project will start to return 
investment and generate profit. To increase the load, you can work for three or hire a 
copywriter, programmer, and marketer. 

An automatic content filling system is a cost-effective alternative that will save you 
unnecessary costs and reduce the time spent filling the site with content. The secret of 
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auto-filling is extremely simple – the staff is replaced by a special program or plugin, 
customized for the project’s requests. Its functions are to collect, adapt and publish 
content from competing for RSS feeds on a web resource. 

The urgency of the chosen topic is that automation of the automatic filling system 
will provide information to the web resource without the help of a moderator, which 
will greatly simplify the maintenance of the web resource with minimal interventions 
in the process. The functionality of the system for automatic filling of information 
will allow using it according to the needs of the user. 

1.2 Analysis of recent research and publications 

The problem of development of the system of automatic filling of the context was 
investigated in various aspects: application of the information system of content 
management of a web resource for conducting e-commerce [1]; unified methods of 
processing information resources in systems of electronic content commerce [8]; 
peculiarities of formation and analysis of content of Internet newspaper of music 
news [4]; intellectual content management system for e-business sites [2]; application 
of content analysis of textual information in e-commerce systems [3], etc. 

In particular, in paper [8] is described the formal model of information resource 
processing in e-commerce systems that simplifies the technology of content 
formation, management and implementation, and proposes methods for solving e-
commerce problems and functional content management services. 

That is why the purpose of this article is the design of architecture, the development 
of algorithms and the implementation of software complex information retrieval by 
parameters and automation systems for information processing. 

2 Methods  

Methods of research: theoretical analysis of scientific literature to clarify the state of 
the problem under study, systematization, generalization. The design method was also 
used to develop the architecture of the application, the methods of algorithm design 
and object-oriented programming – to develop algorithms for the operation of 
individual blocks and the application as a whole. 

3 Results 

The main purpose of the implementation is to simplify the work of filling the site with 
information. First, implementation of the system will help the site administrator to 
automate their functional tasks: fully automate the process of finding the necessary 
information, automate and organize the storage of data, reduce the time of work with 
the site, the time of their processing, as well as save money in the promotion of the 
site. 

The result of this task is a comprehensive web-based content automation system, 
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which contains a server structure of data storage, a multi-user client application for 
the implementation of functionality and means of control and access control [6]. 

Content Filling Automation automates content collection and publishing on a web-
based resource. The modern software market features a wide variety of tools and 
technologies that help you solve problems related to the automatic search and content 
parsing processes. 

WP RSS Aggregator is the most popular, easy to use and effective plugin for news 
aggregation. Its main functions are the ability to specify multiple sources, update 
interval, hide or no source, control the display of material. The plugin is free, but for 
some add-ons that extend its functionality, you will have to pay. The disadvantages 
include a small number of content post-processing features.  

The FeedWordPress plugin is one of the news aggregators. The news collected by 
the plugin is copied to the database in the form of notes of a separate type, with the 
assignment of appropriate tags. If the required tag is not already in the database, the 
plugin will create one automatically. However, the plugin is very cumbersome and 
has many settings that will not be clear and useful to the potential user. 

WPeMatico is an easy-to-use news aggregator that automatically publishes content 
from various sources, combining them into so-called “campaigns” according to your 
chosen topic. It can use keywords, phrases, and regular expressions to filter material, 
but most of the functionality is paid. 

The Push Syndication plug-in has been specifically designed to manage to 
autocomplete across multiple sites. With one click, you can post to multiple platforms 
(up to more than 100 sites). The solution can be used to generate API tags used to 
promote blog content on WordPress, but the plugin does not have content settings. 

The Syndicate Out plugin allows blog owners to auto-aggregate or creates content 
blogs from any number of different sources without relying on RSS feeds. However, 
there is no media-parsing, configuration, and post processing of the content. 

CyberSyn is a powerful, easy and easy-to-use Atom / RSS posting plugin. It allows 
you to automatically receive and embed videos from YouTube channels. It does not 
have any problems with the syndication of various types of embedded media content. 
The disadvantages include storing all links from the source, inability to add multiple 
RSS feeds at a time. 

Therefore, the main features of the new system should be the presence of a web 
interface, the module for parsing and storage of content and media data, the module 
for generating articles by parameters, the module for filtering information for parsing 
by parameters. 

The Template Method architectural pattern (Fig. 1, 2) was chosen [7]. The 
Template Method pattern is widely used in application frameworks. Each framework 
implements immutable pieces of architecture in the domain and identifies those parts 
that can or should be customized by the client. 

The component designer decides which algorithm steps are unchanged (or 
standard) and which are variable (or custom). The abstract base class implements 
standard algorithm steps and can provide (or not) the default implementation for 
custom steps. Variable steps can (or should) be provided by a component client in 
specific derived classes. 



185 

The component designer defines the required steps of the algorithm, the order in 
which they are performed, but allows the component clients to extend or replace some 
of these steps. 

 
Fig. 1. An analogy to the life pattern of the Template Method 

 
Fig. 2. Template Method Pattern Structure 

The abstract class defines the steps of the algorithm and contains a template method 
consisting of the calls of these steps. The steps can be both abstract and include a 
default implementation. 
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The specific class overrides some (or all) steps of the algorithm. Specific classes do 
not outweigh the template method itself. Concerning the platform on which the 
system is built, the most popular CMS in the world has been selected today. 

In general, Content Management is a web application that allows site owners, 
editors, authors to manage their sites and publish content without any programming 
knowledge. 

Word Press uses PHP and MySQL, which is supported by virtually all hosting 
providers [5]. 

Typically, this CMS is used to create a blog, but a WordPress site can easily be 
turned into an online store, a portfolio, a periodic site that is indisputably suited to the 
subject matter of a web-based content filling system. 

One of the important features of WordPress is its intuitive and friendly interface. 
The important thing is that WordPress is an open-source system and is free for 

everyone. In addition, it allows millions of people around the world to create modern, 
high-quality sites that can easily connect to the automatic content filling system and 
fill your site with content within minutes. 

The following tools and technologies were selected to create the software package: 

─ markup language for hypertext HTML documents; 
─ PHP programming language; 
─ MySQL database management environment; 
─ Apache web server; 
─ OpenServer package. 

The system of automatic filling of content has the main purposes: the project is 
created to automate the collection and publication of unique content online resource.  

User requirements: 
External users – User: 

1. Two-way communication with the administrator via the email contact form. 
2. Getting information about the actual content (on the site). 
3. Getting information about current content changes (on the site). 
4. The user has the opportunity to post comments about the published content on the 

site. 
5. Provide useful links to related sites. 
6. Provide background information on related topics in the form of articles. 
7. View the latest news of the site: information about the new features of the 

information system available to the user. 

Internal admin users: 

1. Add, remove, and edit content published by the system. 
2. Change the content status (delay posting). 
3. Database editing. 
4. View content that is being processed or published with the participation of this 

information system. 
5. Information exchange with external users via email correspondence. 
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Characterization of the object of computerization: 
The user on the site will be able to view the content that was published by the 

system of automatic filling of content about current articles, to leave relevant 
comments on the received content, as well as to receive answers to questions via the 
contact form. 

In turn, the administrator has the opportunity to customize the system to specific 
content topics, select sources of information, keywords to search, organize a template 
for the appearance of content design. 

Functional requirements: 

1. Authorization of users in the system: The system must have the function of 
authorizing the user and assigning him the appropriate role. 

2. Maintenance of the working directory: A set of articles on specific topics, designed 
by the system. Content management tools should be provided in IP. 

3. Ability to store information: The system must store the information and allow the 
administrator to manage it. 

4. Creating conditions for online communication of users: The system should allow 
users to communicate in the mode of email correspondence. 

Non-functional requirements: 

1. Perception 

 It takes 1 hour for ordinary users to learn application tools and 20 minutes for 
experienced users. 

 The system response time for normal requests should not exceed 1 second and 
for more requests that are complex 20 seconds. 

 The application presentation interface must be intuitive to the user and require 
no further training. 

2. Reliability 

 Availability – the time required for system maintenance should not exceed 1% 
of the total operating time. 

 Average continuous working time is 20 working days. 
 The maximum rate of errors and defects in the system operation is 1 error per 

1000 user requests. 

3. Productivity 

The system must support a minimum of 100 concurrent users associated with a shared 
database. 

4. Ability to operate 

 Scaling – the system should be able to increase capacity (productivity), with the 
increase of users in such a way that it does not negatively affect its performance. 
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 Version Updates – Updates should be updated automatically depending on the 
preferences of the users and the expansion of the list of scheduled content. 

The CMS WordPress platform and the PHP programming language [9] were chosen 
to implement the project. 

Analysis of functional requirements allowed us to distinguish the following entities 
that will provide the implementation of the software system. In Fig. 3 presented a 
diagram of the classes of the system controller level. 

 
Fig. 3. Class diagram 

The following classes can be distinguished in this figure: 

 User – user class. The class has the following methods: comment - for commenting 
on a newly created article. 

 Account – a class for saving user data. The class has the following methods: 
register – for user registration, login – authorization on the news site, findArticle, 
readArticle, accountManagement – editing user account data. 

 Administrator – the site admin class. The class has the following methods: 
feedback – response to user messages, systemControl – entering and editing the 
automatic content filling system, databaseControl – receiving and editing database 
information, articleManagement – viewing and editing articles received by the 
automatic content filling system. 

 System – a class of automatic content filling system. The class has the following 
methods: setFilters – installing and editing content filters, setSource – installing 
and editing an RSS feed of a donor site, createTemplate – creating an article 
template from an RSS feed to create articles, grabInfo – parsing content from a 
donor site, createArticle, setArticleStatus. 

 Article – a class of articles on the automatic content filling system. 
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Thus, this system implements the functionality of content parsing from the donor site, 
filtering information, saving data in the form of articles organized on the WordPress 
platform. 

The implemented MySQL database consists of 12 tables that contain all the data 
for the program. The bulk of these tables were created and maintained automatically 
by CMS WordPress, so only those that use SANC will be considered. The database is 
named wp-auto. 

The structure of the database is shown in Fig. 4. 
Consequently, the database, following the requirements of the relational model, 

provides the storage and collective access to the information of the autofill system and 
CMS WordPress data. The database consists of 12 tables. The main ones are wp-
posts, wp-postmeta, wp-terms, wp-options. 

Design and implementation of algorithms for system operation 
The main modules of the system are the Parsing and Storage module in the CMS 

WordPress database. 
User activity: 

─ when logging in to the site, the user can log in under the rights of the user or 
administrator, if he has such access; 

─ the user is logged in as a user, he or she can search for articles in the list available; 
─ the user opens the article and reads the information; 
─ the user has the opportunity to leave a comment under the article; 
─ the user also can manage their account data; 
─ the user is logged on as an administrator, besides all features of the user under the 

rights of the user, he/she is additionally able to control the system of automatic 
filling of content; 

─ the administrator can edit the information received for the article from the 
automatic content filling system; 

─ admin can set the status for the article (delay posting); 
─ the administrator has the opportunity to customize an article template that copies 

the auto-fill system; 
─ the administrator can add, delete and edit sources of information from which the 

auto-fill system copies the content.  

The implementation of the activity of the system provides for the interaction of 
models Account, Administrator, User, Article, and System (Fig. 5). The main 
methods used in this process are System – for parsing content from RSS feeds into the 
system, Template – method of information storage template, Article – a method that 
saves filtered information in the form of CMS WordPress article. 

Thus, the algorithms of the basic processes of content filling automation were 
considered and the interaction of system classes during the processes of parsing, 
filtering and information storage was analyzed. 

Content Filling Automation is a plugin based on CMS WordPress and created in 
PHP – it has configuration files that spell out the domain name or path to the files. 
Before transferring the system to another hosting, you must save the location of all 
additional libraries to the plugin. The system uses CMS WordPress, so you need to 
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move the plugin to a special plugin folder for the system to work properly 
wp-content/plugins/. 

 
Fig. 4. Structural diagram of the database 
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Fig. 5. Sequence diagram for autofill activity 

The system does not need to create a copy of the database; instead, it will add the 
necessary fields and database data to MySQL on WordPress on the new hosting.  

Thus, the system developed does not require specialized hardware, additional 
configuration, and deployment tools beyond the standard for such plug-ins. 

In Fig. 6 shown a diagram of system deployment. The diagram shows that this 
system has three nodes: the program, the interface and the user. 

When loading the start page the user has the opportunity to select any of the 
suggested menu items (Fig. 7). 

The main menu of the site displays the main categories of articles that were 
generated by the system. From the main menu, the user can navigate to a specific 
category of articles of interest. 

In the top menu, the user can change the language of the site and go to the social 
networks where the site is registered (see Fig. 8). 

To get started with the automatic content filling system, you must log in to the site 
and log in to the WordPress admin panel, and the site administrator must fill in the 
login information at wp-auto/admin/. 

After authorization from the side menu, you need to find the item “Plugins” and go 
to the page of installed WordPress plugins (Fig. 9), then find the “PRJ-Parser” on the 
installed plugins page and click the Activate activation link (Fig. 10). 

After the plugin is successfully activated, a new item of the automatic content 
filling system “PRJ-Parser” will appear in the left menu (Fig. 11). 

When selecting the PRJ-Parser menu item, the site administrator will be taken to 
the main page of the automatic content filling system, where he will be able to view 
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the existing list of feeds registered to the systems when they were the last read and 
when the next content reading is scheduled. The administrator can also add his RSS 
feed to read it, delete the selected RSS feeds and related articles, delete only the 
selected RSS feeds, delete the articles related to the selected RSS feeds (Fig. 12).  

 
Fig. 6. System Deployment Diagram 

 
Fig. 7. The main menu of the site 
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Fig. 8. Authorization to the admin panel. 

 
Fig. 9. Plugins menu item 

 
Fig. 10. Activate the plugin in the WordPress administration panel 

 
Fig. 11. The plugin is in the administration menu list 
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After entering the new RSS feed address and clicking the “Add a new feed” button, 
the administrator will go to the fine-tuning page of the new RSS feed (Fig. 12). 

 
Fig. 12. The homepage of the automatic content filling system 

On this page, an administrator can to: 

─ View and edit the name of the new RSS feed that will be displayed on the system 
homepage in the feed table; 

─ View URL of future RSS feed; 
─ Add categories to which articles from this RSS feed will be published; 
─ Enable universal reading mode by going to the full article page with additional 

filters; 
─ Specify on whose behalf the articles of this RSS feed will be published. 
─ Enable article tagging; 
─ Add your tags in the article while reading the current RSS feed; 
─ Activate the duplicate article check function; 
─ Activate the automatic reading function for a specified period; 
─ Specify the number of articles that will be published in a single RSS feed; 
─ Specify the status of articles to be read. Articles can be published immediately, left 

for review, saved to draft or hidden; 
─ Allow or deny users comments; 
─ Specify what date to use when publishing a read article; The date of publication 

may be the original date from the donor site or the date of reading by the automatic 
content filling system; 

─ Specify where to insert the article attachment. Attachments may be placed at the 
top of the article, bottom or not at all; 

─ Activate the thumbnail generation feature of the article. The thumbnail may be 
generated from the first image in the article, from the last image, read from the 
donor site or not generated at all; 

─ Activate the mandatory feature of the article thumbnail. If there is no article 
thumbnail, then the article will be removed from the site; 

─ Activate the article coding conversion feature. If RSS feed encoding is different 
from admin site encoding, then RSS feed will be converted to UTF-8 encoding; 
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─ Enable local image saving from articles. If this feature is not activated, images will 
be sent to the donor site; 

─ Determine the range of minutes through which read articles will be randomly 
published in a single reading; 

─ Specify the source at the end of the article where the article was read; 
─ Insert the source at the end of the lifts; 
─ Activate the function of removing links from words and make links simple; 
─ Insert video resources into reading articles. 

After saving the RSS feed settings, it will appear in the RSS feeds table on the main 
system page (Fig. 13). 

 
Fig. 13. New RSS feed 

The site administrator can change the selected settings at any time by clicking on the 
“edit” link (see Figure 13), and then a fine-tuning page with the last saved settings for 
a particular RSS feed will be opened (see Figure 12). 

To read RSS feeds on existing articles, select the required RSS feeds and click the 
Start Parser button (Fig. 14). Reading will be done according to the settings of each of 
the RSS feeds marked. 

 
Fig. 14. Reading RRS feeds 

After the action is completed, the system will notify the successful reading and 
articles will be generated with the corresponding status, which was specified in the 
RSS feed settings. 

Automatic filling systems also have a settings page (Fig. 15), where the site 
administrator can configure the automatic start of the plugin after a certain period of 
time, specify mandatory to leave a link to the source at the end of the article, the path 
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to the full function reading libraries and the ability to disable check for duplicate 
articles. 

 
Fig. 15. AutoFill Setup Page 

4 Conclusions  

In this paper, a database was designed and implemented following the requirements of 
a relational model, which ensures the storage and collective access to information of 
the autofill system and CMS WordPress data. Algorithms of system functioning have 
been developed, the order of interaction of classes during program code execution has 
been determined, and the application has been implemented. Most of the application 
is intended for the site administrator and has no user interface. The administrator has a 
plug-in configuration interface for the plug-in automation system, an interface for 
viewing and managing RSS feeds, as well as an interface for configuring RSS feeds. 

In the future, this system can be improved by introducing new functionality and 
improving the algorithm for reading data. 
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Abstract. The work is devoted to designing a smart home educational model. 
The authors analyzed the literature in the field of the Internet of Things and 
identified the basic requirements for the training model. It contains the 
following levels: command, communication, management. The authors identify 
the main subsystems of the training model: communication, signaling, control 
of lighting, temperature, filling of the garbage container, monitoring of sensor 
data. The proposed smart home educational model takes into account the 
economic indicators of resource utilization, which gives the opportunity to save 
on payment for their consumption. The hardware components for the 
implementation of the Mini Smart House were selected in the article. It uses a 
variety of technologies to conveniently manage it and use renewable energy to 
power it. The model was produced independently by students involved in the 
STEM project. Research includes sketching, making construction parts, sensor 
assembly and Arduino boards, programming in the Arduino IDE environment, 
testing the functioning of the system. Research includes sketching, making 
some parts, assembly sensor and Arduino boards, programming in the Arduino 
IDE environment, testing the functioning of the system. Approbation Mini 
Smart House researches were conducted within activity the STEM-center of 
Physics and Mathematics Faculty of Ternopil Volodymyr Hnatiuk National 
Pedagogical University, in particular during the educational process and during 
numerous trainings and seminars for pupils and teachers of computer science. 

Keywords: Smart home, Mini Smart House, STEM-projects, Smart-
technologies, C++, Internet of Things, technology of management. 

1 Introduction 

The trend of IT development in recent years is Smart-technologies. They are now 
widely implemented in many industries, in the home and in education. As a result, the 
modern teacher receives many tools that make the learning process interesting and 
creative. The development of the Internet of Things (IoT) is an additional opportunity 
in this aspect, a network concept that contains many devices with built-in transmitters 
of their physical parameters. The widespread use of these household appliances was 
predicted at the beginning of the twentieth century, in particular by the eminent 
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physicist Nikola Tesla [4]. In the early 21st century, the number of devices connected 
to the Internet exceeded the Earth’s population. Today, the IoT sphere is one of the 
major global trends. Almost all devices known in the everyday life become part of the 
Internet and as a result perform new functions. No wonder this industry is considered 
the driving force of the 4th Industrial Revolution, which is now underway in the 
world. Therefore, forming an IoT expert – the person who creates the future – is an 
important educational task. 

Today, the issue of modernization of the educational process is more urgent than 
ever. In the context of research, they can be filled through the implementation of 
STEM-projects, the use of Smart-technologies, exploring the possibilities of the 
Internet of Things [2]. 

Smart home technology embodies all of the above concepts. By “smart home” can 
be understood a system that provides security and resource conservation (including 
comfort) for all users. In the simplest case, it should be able to recognize and respond 
to specific situations occurring in the home: one of the systems can control the 
behavior of others using pre-built algorithms. In addition, the automation of several 
subsystems provides a synergistic effect for the whole complex [14]. With the 
increasing computing power of gadgets, many smart home technologies and the 
Internet of Things have been standardized. Also for them the basic rules and 
recommendations for the construction of the finished product at the level of both the 
system as a whole and the individual components were defined. 

2 Research apparatus 

The problem of research is related to the necessity of introducing in the educational 
process relevant to modern trends the methods and content of training. 

The purpose of the project is to develop a smart home model, design and create a 
Mini Smart House. 

Achieving the goal of the research is possible by solving the following tasks: 

1. Analysis of the conceptual apparatus in the field of Internet of Things; 
2. Designing the smart house training model and choosing the hardware components 

that will implement the model; 
3. Project development through programming of its modules in Arduino IDE 

environment; 
4. Implementation, testing, debugging of some components of the project. 

The object of the study is the Internet of Things technologies. 
The subject of the study is a smart home educational model and its implementation 

in the form of a Mini Smart House. 
To achieve this goal, we used a set of research methods: theoretical – analysis of 

scientific and technical sources, generalization, modeling of information processes 
occurring in the “smart home”; empirical: observations, analysis of the experience of 
using IoT technologies; practical methods for software development and testing. 
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The study was tested within the framework of the STEM-Center of the Physics and 
Mathematics Faculty of the Volodymyr Hnatyuk TNPU, in particular in the 
educational process and during numerous trainings and seminars for students and 
teachers of informatics. 

3 Results of the study 

3.1 Analysis of the basic concepts of the study 

Smart home is a system that provides security, resource conservation and comfort for 
all users [13]. In the simplest case, it should be able to recognize specific situations in 
the home, and respond to them by the developed algorithms. 

The term “smart home” does not have a clear definition, and therefore is used 
when referring to any system with automated control of the devices, which simplifies 
the life of a person and increases his level of comfort. The beginning of the story of 
the “smart home” can be considered 1961, when Joel Solomon and Ruth Rodale Spira 
invented and patented a special device for smooth regulation of light – dimmer [5]. 

The first household electronic automation system was called the “home computer 
of the Echo IV”, which in 1966 became the first analogue of a “smart home” [15]. 
The term “smart home” in 1984 was proposed and introduced by the American 
Developers Association [6]. It was then that prices for electrical appliances began to 
decline, which made it possible to build high-functionality offices. 

In the future, scientists and engineers went from theory to practice, introducing 
more and more objects using this technology. An important feature and property of 
“smart home”, which distinguishes it from other ways of organizing living space, is 
that it is the most progressive concept of human interaction with living space, when a 
person sets the desired environment with one command, and the automation, in 
accordance with external and internal conditions, sets and monitors the operating 
modes of all engineering systems and electrical appliances. 

All functional features of such a building can be divided into three categories [16]: 

─ household functions; 
─ entertainment; 
─ protection and technological security. 

This system does not require many computers and connections. As experience shows, 
you can make your home “smart” by your own efforts without making dramatic 
changes. Thus, it is an ordinary house or apartment (also, it can be an industrial 
object, a shopping mall, etc.), equipped with a “smart” system that does absolutely 
any whim, or any desire of its owner and “decides” most household tasks. In such a 
house it is not only pleasant to live, but comfortable, safe, profitable. 

Nowadays, in the age of digitalization, the components of the “smart home”, 
technologies of cloud computing and IoT have considerable pedagogical potential as 
an object and a learning tool [3; 7; 9; 10; 11; 12; 17]. 
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3.2 Designing a Smart Home Model 

Functionality, style, comfort, safety are far from being a complete list of what a smart 
home can do. IoT technologies are implemented in the concept of the “smart home” 
training model, which should provide convenient management of basic household 
appliances and the use of renewable power supplies. In our model of “smart home” 
we propose the following components: 

─ a control center (in the form of a tablet or console), which records and interprets 
data from sensors; 

─ motion, smoke, flooding, opening windows or doors, light, humidity, temperature; 
─ automatic water taps; 
─ temperature regulators for batteries; 
─ readers of indicators of counters; 
─ video intercom; 
─ voice assistants (optional). 

All of these components have to independently receive data from the sensors and 
work according to the developed algorithms. Accordingly, the entire process of their 
operation will be subject to control and management from mobile devices via the 
Internet. As can be seen from Fig. 1, our model has three levels: commands, 
management and communications. 

 
Fig. 1. Educational model of smart home 

Mini Smart House embodies a combination of technical, engineering, design 
techniques, computer and software engineering (computer networks, 
C programming), and demonstrates practical results. The introduction of such projects 
into the educational process enables to acquire the skills of modeling the respective 
processes and to implement similar technologies in real life. Pupils or students will 
learn a self-created system that ensures the safety, comfort, economy and efficiency 
of managing their own home and is scaled and customized, ensuring efficiency in 
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managing smart home technology. This integration of academic subjects and the 
implementation of cross-curricular links will help to prepare the modern specialist. 

In our “Smart House” model, we can distinguish the following subsystems: 

─ communication; 
─ alarm system; 
─ lighting control; 
─ climate control; 
─ monitoring of sensor data; 
─ cleanliness control (filling the trash can). 

In order to ensure their functioning in practice, appropriate software modules for all 
components were developed and optimal development tools were selected (see 
description in subsection 3.3) based on the selected hardware elements for our model 
(see Table 1). 

Table 1. Calculation of the cost of hardware components of the prototype 

Name Model Quantity Price UAH 
Temperature and humidity 

sensor DHT11 1 29 

Sound sensor KY-037 1 29 
Hercon sensor for door 

opening MC-38 1 49 

Arduino pin extension module I2C на PCF8574T 1 27 

LCD 1602 module for Arduino 1602 1 65 

Real time clock DS1302-MOD 1 17 

Buzzer KY-012 1 18 

The engine  1 50 

Bluetooth module HC-06 1 100 

Ultrasonic distance sensor HC-SR04 1 37 

Conductors  30 1 

LED  3 1 

Arduino Uno 2 209-894 

Payless Layout Board MB-102 2 49 

Solar battery RF136X110-3 1 120 

Plastic  1 40 

Plywood   120 
Accessories for doors and 

windows   10 

Laser cutting   100 

Other supplies   20 



203 

Our Mini Smart House model should take into account the economic indicators of 
resource use. By analyzing the relevant data, you can realize the savings of utility 
bills in a smart home. 

As the study [8] shows for smart home is characterized by: 

─ saving resources: 
─ electricity: 

 in the lighting system – up to 60%; 
 in the climate control system – up to 40%; 

─ gas and water – up to 40%; 
─ reduced operating costs: 

 service savings – up to 20%: 
 cost savings on staff; 
 multiple increase of equipment life; 

─ prevention of emergencies; 
─ increase of profitability and investment attractiveness: 
─ more favorable insurance conditions; 
─ when renting – the basis for raising the rent. 

With the hardware components that implement the model, we have selected the 
components of the open Arduino hardware and software project. Table 1 lists them 
and provides a cost estimate for creating a Mini Smart House. 

3.3 Practical implementation of the model 

The practical implementation of the model involves the creation of a layout smart 
house. The model is a sketch project of the house, which gives an idea of the artistic 
and stylistic decisions of the building, features of its planning. 

First of all, we drew a sketch of the house on paper. Then, according to the sketch, 
the drawing was done in CorelDraw. 

After completing a detailed drawing of the layout, you need to select the material 
for its construction. Many different materials are suitable for making a model of 
home, but it is most appropriate to use foam, wood or solid cardboard. We have 
decided that wood is the most appropriate material for the Mini Smart House 
prototype. It is easily machined, reliable and durable. So, we chose the plywood. The 
prepared drawings for the laser cutting machine made it possible to cut out the details. 

According to the developed drawings, all structural elements are manufactured. 
Careful quality work made it easy to connect all the details with each other. 

After preparation of all the details, a prototype of the house was assembled, fixed 
with PVA glue and with hot gluing. Moving parts are attached to the curtains that are 
screwed onto the screws. In general, the prototype looks like this (see Fig. 2). 

The defining function of any SMART-system is to respond to the environment, the 
parameters of which are measured using sensors, signals, communications and other 
integrated elements. The received data is processed through the implementation of 
program code. C++ programming language is used for programming in the Arduino 
IDE. 
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Fig. 2. View of the “Mini Smart House” prototype 

Created code from the Arduino IDE environment we upload to the Arduino Uno 
board. So we program microcontrollers. Arduino Uno is a widely used open source 
microcontroller board based on the ATmega328P microcontroller. It includes 
everything you need to conveniently work with your microcontroller: 14 digital inputs 
/ outputs (6 of which can be used as PWM outputs), 6 analog inputs, a 16 MHz quartz 
resonator, a USB connector, a power connector, connector for programming within 
the scheme (ICSP) and the reset button [1]. 

Three communication protocols can be used to communicate with the Arduino Uno 
board: ZigBee, Wi-Fi and Bluetooth. Given the instructional model purpose of the 
Mini Smart House, we have chosen the Bluetooth protocol that will allow you to 
connect to the system using your smartphone or tablet. The disadvantages of 
Bluetooth certainly include a small distance of signal propagation. However, in our 
model, the connection within 10 meters is stable and allows to save low power 
consumption, compact size and relatively low cost of components. Yes, a low-power 
transmitter consumes only 0.3 mA in standby mode and averages 30 mA during data 
exchange. In addition, Bluetooth provides encryption of data transmitted using an 8- 
to 128-bit effective key and one-way or two-way authentication. 
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Fig. 3 shows a diagram of how we connected a Bluetooth module to an Arduino 
UNO board. 

 
Fig. 3. Bluetooth HC-06 connection scheme 

The software to connect the Bluetooth module to the smartphone using the following 
code: 

#include "alarm.h" 
#include "claplight.h" 
#include <SoftwareSerial.h> 
int ledpin=12;  
int BluetoothData;  
void bluetooth_setup() { 
 Serial.begin(9600); 
 Serial.println("Bluetooth On please press 2-5"); 
 pinMode(ledpin,OUTPUT); 
} 
void bluetooth_loop() { 
 if (Serial.available()) { 
  BluetoothData=Serial.read(); 
  if (BluetoothData == 50) { clap_bl = true; 
   last_bl = false; 
   Serial.println("Clap Light  On! "); } 
  if (BluetoothData == 51) { clap_bl = false; 
   Serial.println("Clap Light  Off! ");} 
  if (BluetoothData == 52) { alarm_bl = true; 
   Serial.println("Alarm On! "); } 
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  if (BluetoothData == 53) { alarm_bl = false; 
   Serial.println("Alarm Off! ");} 
 } 
} 

So, via Bluetooth, you can control the use of household appliances such as lighting, 
ventilation, alarms and get sensor data: temperature, humidity, landfill. 

An example of the implementation of security control Mini Smart House is the 
development of alarm systems. To do this, we use a Hercon sensor for door opening 
and a piezo speaker. When the door is opened, sensor sends an electrical signal to the 
Arduino, which includes a loud alarm sound. You can turn it off or on using 
Bluetooth connectivity. The corresponding connection diagram of the mentioned 
components is shown in Fig. 4. 

 
Fig. 4. Scheme of the alarm system 

When the alarm system is on, sensor sends an electrical signal when the door is 
opened on the Arduino board, from which the sound is output to the speaker. The 
event processing module is as follows: 

const int buzzer = 3;  
const int sensor = 4; 
int state; // 0 close - 1 open switch 
int alarm_delay = 500; 
int alarm_timer = 0; 
bool alarm_bl = true; 
 
void alarm_setup(){   pinMode(sensor, INPUT_PULLUP); } 
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void alarm_loop() { 
  if(!alarm_bl)   {    noTone(buzzer);    return;  } 
  if(alarm_timer < alarm_delay) 
  {    alarm_timer  += 1;    return;  } 
  else 
  alarm_timer = 0; 
  state = digitalRead(sensor); 
  if(state==HIGH) {tone(buzzer, 1000); alarm_timer=0;} 
  else {    alarm_timer += 1;        noTone(buzzer);    } 
} 

The lighting control subsystem provides convenient switching on and off of the light 
without coming into the switch. To do this, the user should just clapped his hands. 
The hardware components of this subsystem are a sound sensor and an LED. An 
alternative way is to control the lighting from your smartphone. The hardware 
connection diagram is shown in Fig. 5. 

 
Fig. 5. Scheme of the lighting control subsystem 

The processing of subsystem events is carried out by program code. 

int ledPin = 12; 
int threshoid= 20; 
int volume; 
int v = 0; 
int knowckSensor = A0; 
int sensorreading = 0; 
int ledState = LOW; 
bool clap_bl = true; 
bool last_bl = false; 
int claplight_delay = 50; 
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int claplight_timer = 0; 
void claplight_setup(){ 
 Serial.begin(9600); 
 pinMode(ledPin, OUTPUT); 
} 
void claplight_loop(){ 
 if(clap_bl == false) { 
  last_bl = clap_bl; 
  digitalWrite(ledPin, LOW); 
  return; 
 } 
 else if(last_bl == false && clap_bl == true) 
  digitalWrite(ledPin, HIGH); 
 last_bl = clap_bl; 
 v = analogRead(knowckSensor); 
    if(v >= threshoid)     { 
  if ((sensorreading == 0))  { 
   digitalWrite(ledPin, HIGH); 
   Serial.println("Knock!"); 
   sensorreading = 1; 
  }  
  else   { 
   digitalWrite(ledPin, LOW); 
   Serial.println("No!"); 
   sensorreading = 0; 
  } 
  //v = 0; 
  delay(50); 
 } 
} 

The climate control subsystem uses a temperature sensor and a fan. When the 
temperature rises to a certain point, the Arduino controller supplies current to the fan, 
and when the temperature drops the fan shuts off. The schematic diagram of the 
climate control subsystem is presented in Fig. 6. 

In our model of smart home implemented the output of sensor data and date and 
time on the screen. The corresponding subsystem contains a screen, a clock module, 
sensors. The scheme of their connection is shown in Fig. 7. 

Additionally, sensor data is sent in addition to the smartphone. 
The Mini Smart House controls the filling of the waste container with the help of 

an Arduino board and a proximity sensor. It uses acoustic ultrasonic radiation to 
determining the distance to the object. This contactless proximity sensor provides 
high accuracy and stability of measurements. Measurement results are virtually 
unaffected by solar radiation and electromagnetic noises. Sensor captures the fill level 
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of the waste container and sends a signal to the Arduino. If the fill rate is 80% or 
more, the message “Trash filled” will be sent to the phone. 

 
Fig. 6. The scheme of the climate control subsystem 

 
Fig. 7. Schematic diagram of the monitoring subsystem 

 
Fig. 8. Scheme of the purity control subsystem 
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Software implementation of the module of the fill level of the waste container 
subsystem is: 

#define trigPin 8 
#define echoPin 7  
#define led 6 
int dumpDelay = 0; 
void dump_setup() { 
 pinMode(trigPin, OUTPUT);  
 pinMode(echoPin, INPUT); 
 pinMode(led, OUTPUT); 
} 
 
void dump_loop() { 
 dumpDelay += 100; 
 if(dumpDelay < 2000) 
  return; 
 dumpDelay = 0; 
 long duration, distance; 
 digitalWrite(trigPin, LOW); 
 delayMicroseconds(2); 
 digitalWrite(trigPin, HIGH);  
 delayMicroseconds(3000); 
 digitalWrite(trigPin, LOW); 
 duration = pulseIn(echoPin, HIGH);  
 distance = (duration/2) / 29.1; 
 Serial.println(distance);  
 if (duration < 300 || (duration >= 500 || duration <= 
0))   digitalWrite(led, HIGH);  
 else  digitalWrite(led, LOW);  
} 

Nowadays, energy-saving technologies are becoming widespread. In the “Mini Smart 
House” prototype, we use a RF136X110-3 on 5V solar battery connected to a Power 
Bank battery that nourish our system. 

4 Conclusions 

The analysis of the possibilities of modern technologies in education (STEM, Smart, 
Internet of Things) has given theoretical and methodological basis for the design of 
the smart home educational model and development on its basis Mini Smart House. 

We have created a finished product that combines technical, engineering, design 
methods, computer and software engineering (computer networks, C++ 
programming) and demonstrates practical result. Using the approaches described 
above, we can model relevant processes and implement similar technologies in real 
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life. As a result, students can learn a self-created system that provides security, 
comfort, economy and efficiency in managing their own home, scalable and 
customizable, ensuring efficiency in managing smart home technologies. 

The Mini Smart House project is of practical importance to students and teachers. 
It can be used in the teaching of various topics in school courses in computer science 
and physics. 
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Abstract. The article is devoted to the theoretical consideration of the problem 
and the use of innovative technologies in the educational process in the 
educational establishment of secondary education in the process of studying the 
school course of computer science. The main advantages of using educational 
simulators in the educational process are considered, based on the new state 
standard of basic and complete general secondary education. Based on the 
analysis of scientific and methodological literature and network sources, the 
features of the development of simulators for educational purposes are described. 
Innovative tools for simulator development have been investigated, as augmented 
reality with the use of three-dimensional simulation. The peculiarities of using a 
simulator with augmented reality when studying the topic of algorithmization in 
the course of studying a school computer science are considered. The article also 
describes the implementation of augmented reality simulator for the formation of 
algorithmic thinking skills by students, presents the results of development and 
describes the functionality of the software product. In the further prospects of the 
study, it is planned to conduct an experimental study to determine the 
effectiveness of the use of software development in the learning process. 

Keywords: elementary school, educational process, computer science, 
algorithms, training simulator, augmented reality, three-dimensional modelling. 

1 The problem statement 

The modern world is filled with a variety of different digital technologies that are 
already an integral part of society. One of the most promising is the augmented and 
virtual reality technologies that have recently brought to the fore. There are many 
options for using these technologies in training – from elementary virtual tours of 
famous museums to the opportunity to see and take part in a historical event of any 
period with your own eyes. It is the augmented reality technology that will serve as a 
new stage in the development of modern education, allowing us to reach a new level of 
visualization. The main feature of this technology is the attachment to the real world, 
which is so lacking in the already implemented virtual reality [32]. A great number of 
scientists are focusing on the special possibilities of using augmented reality technology 
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in the study of computer science [3; 22; 31]. This is of particular socio-pedagogical 
relevance in the current context of reforming and improving the efficiency and quality 
of education against the backdrop of the introduction of modern progressive 
information technology. As a result of intensive reform of education in Ukraine, the 
concept of which is set out as the “New Ukrainian School”, the content and 
methodology of teaching computer science is substantially updated, which in turn 
requires improvement of the process of its teaching. It should be noted that the basics 
of algorithmization in the school course of computer science are studied starting from 
the 2nd class, and given the complexity of learning the basics of the algorithmization 
of this age group, it is necessary to create effective learning tools and put them into 
practice. In this regard, there is an urgent need to develop educational software for the 
study of algorithms, taking into account the age characteristics of these students, which 
are augmented reality simulators. 

2 The aim of article 

The aim of article is to research and analyze information about the problem of using 
three-dimensional simulation technologies for the development of augmented reality 
simulator to study the topic of algorithmization in the school computer science course, 
as well as to describe the functionality of the software product. 

3 The results of research 

3.1 Training simulator as an effective training tool 

Classical tutorials and textbooks do not always fully meet the requirements of “digital 
learners” who seek to catch up everywhere and immediately. The need to reform the 
current education system is now being talked about by everyone, even those whose 
field of activity is far from education. Many teachers pay attention to the fact that 
without the use of modern technologies it is impossible to make a significant 
breakthrough in solving the problems of reforming education and improving the 
qualitative parameters of training of future specialists. In this case, informatization is 
one of the key conditions that determine the further development of the economy, 
science and culture in general [6]. Undoubtedly, the correct and optimal use of 
information and communication technologies allows to obtain a number of advantages 
in improving the efficiency of the educational process, namely: providing visibility of 
the educational material and combining different ways of perceiving educational 
information; increasing motivation due to novelty and variety of training using 
computer equipment; increasing the student's time to work with the study material 
individually; the presence of objective control and self-control in the correct 
preparation of test tasks [7, p. 128]. 

World experience has shown that in recent decades, many workspaces (simulators) 
have been widely used in many fields of human activity, especially in the learning 
process [10; 15; 16; 28; 36]. For example, a number of foreign publications are devoted 
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to the use of augmented reality applications for smartphones and tablets in the study of 
computer science [34], biology [17; 25], chemistry [24], astronomy [8], physics [11], 
mathematics [12] and other subject areas [20; 21]. Simulators allow to expand resources 
and training opportunities. These resources include additional visibility and 
accessibility of training material.  

One of the important conditions for enhancing the development of theory and 
practice is the creation of a system of tasks, their consistency and diversity [19, p. 178]. 
A computer simulator is a software-hardware training and control tool for training and 
developing practical skills. A training simulator for educational purposes is a training 
device that simulates circumstances, actions, creates a situation close to real [23, p. 94]. 
In a narrower sense, it is a training program for developing the skills and competences 
of a particular activity, as well as developing related skills. 

The training simulators are based on the use of a specific training task. Its essence is 
that in a short period of time, using different methods of working with educational 
material, you can quickly teach students to remember it. 

3.2 Using an augmented reality in educational software 

One way to improve education technologies is to use virtual and augmented reality 
systems, 3D e-learning systems [4]. Virtual and augmented reality are three-
dimensional human-computer interaction technologies implemented using modern ICT 
tools. Augmented reality technology allows real-time image capture devices to 
recognize special tags (markers), as well as their position in space, with the subsequent 
introduction of imaginary objects into real space. Such devices may be used for 
smartphones, tablets or special augmented reality goggles [30]. 

The prospect and pace of implementation of virtual and augmented reality 
technologies indicate that the learning tools developed on their basis will become an 
integral part of education at all levels of education, and their role will increase 
significantly both within traditional and e-education [14; 35]. The use of augmented 
and virtual reality training tools will significantly shorten the training time, improve the 
quality of training and enhance the practical orientation of the learning process. The 
main idea of using virtual and augmented reality is to increase the possibilities of human 
interaction with the environment [18]. The use of augmented and virtual reality training 
tools will significantly shorten the training time, improve the quality of training and 
enhance the practical orientation of the learning process. The main idea of using virtual 
and augmented reality is to increase the possibilities of human interaction with the 
environment [1, pp. 1–2]. For the education system, virtual and augmented reality are 
promising in terms of using these technologies as innovative learning tools that will 
retain the student's interest. Today, these are mostly simulators and simulators. Such 
training tools allow you to gain knowledge and skills by working with them virtually. 
The use of augmented reality tools not only visualize the training material, but also 
combine virtual reality with the physical environment, to face the 3D world, which 
means to make it brighter, more memorable, even more memorable to even closer 
modern students. Tutorials, booklets, and other educational material may contain 
embedded markers that, when scanned with augmented reality devices, provide the 
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student with additional information presented in a multimedia format. Instead of 
remaining passive recipients, students become active, able to interact with their learning 
environment [5].  

3.3 Features of three-dimensional modelling for training simulator 
with augmented reality 

On the prospect of using 3D modelling technologies as a promising direction for use in 
virtual reality and augmented reality, in the process of developing gameplay, and for 
modelling objects for educational purposes, the number of subjects emphasized [2, 
pp. 17–18]. 

Modern computer technologies allow create the simulators that include multimedia 
components – computer animation, audio and video effects, as well as virtual and 
augmented reality. The use of these tools enhances the sense of reality when working 
with the simulator and opens up new opportunities in the learning process. The 
augmented reality simulator’s information model is best depicted in terms of the 
process of sequential and cyclical accumulation of knowledge, highlighting the 
dynamics of virtual 3D space development as a constructive value of the simulator. The 
efficiency of using the simulator will depend, first of all, on the saturation of perception 
of knowledge throughout the action. The saturation of perception can be increased by 
creating a more capacious and realistic virtual 3D image of augmented reality. 

Augmented reality when using such simulators imposes virtual objects, characters, 
filters or other effects on the surrounding world [27, pp. 4–5]. This is done by playing 
objects for the smartphone. To create such objects, three-dimensional modelling is 
often used to ensure the best integration of the object into the environment. 

3.4 Design and visualization of training simulator 

Nowadays, in connection with the relevance and effectiveness of the use of 
technologies of virtual and augmented reality for pedagogical purposes, the direction 
of pedagogical design of teaching aids based on virtual and augmented reality 
technologies has been determined. Despite the fact that augmented reality technology 
is really relevant and has several advantages over traditional learning, there are a 
number of problems in its implementation in education. The main problems with the 
introduction of augmented reality technology in education are the lack of ready-made 
tools [13]. In particular, this also applies to the school computer science course, in 
which augmented reality technology is more commonly used in the process of studying 
the section of computer science course “Computer Architecture” as the most illustrative 
[9; 29]. To develop a simulator with augmented reality, we chose the topic 
“Algorithms” of the school course in computer science. Consider a developed simulator 
to study the topic of algorithmization when studying a school computer science course. 
We define the developed simulator (by analogy with [6]) as an imitation learning tool, 
which is a specialized didactic complex of technical and software tools that implements 
the interaction of the student and the tools in the learning process. The simulator is 
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designed to develop and improve students’ skills and abilities of logical and algorithmic 
thinking.  

Augmented reality simulator to study the topic of algorithmization in the study of 
computer science course was developed in the Unity 3D development environment. 
Unity3D is a platform for computer games and applications development. Unity3D 
allows the creation of applications running on more than twenty different operating 
systems, including personal computers, game consoles, mobile devices, Internet 
applications and others [33]. The Unity3D program supports the Vuforia SDK. The 
Vuforia SDK is a software suite that includes augmented reality platforms and 
augmented reality software developer (SDK) tools to use AR technologies on mobile 
devices: tablets, smartphones and AR glasses for iOS, Android and UWP (Windows). 
The Vuforia SDK is integrated with the Unity3D game engine, which greatly facilitates 
the development of AR applications. Because AR reality technology is integrated by 
developers into most mobile operating systems, the mobile AR app supports Android 
4.1.x and above, iOS 9 and above, and Windows 10 UWP. By default, Vuforia works 
with Image Recognition. Image recognition, also called Tracker Recognition or Image 
Tracking, is the process by which a software recognizes a predetermined image and 
renders certain content on top of it. 

To model an assistant character based on the analysis and classification of 3D 
modelling tools [26, pp. 77–79] we used a graphical editor for three-dimensional 
Autodesk Maya modelling. 

To perform the multi-level tasks, cards were prepared from which the student must 
assemble a flowchart that would fit the task. Cards are labels or tracker images that a 
student operates in the real world. Examples of cards are shown in the Fig. 1.  

   
Fig. 1. Examples of tag cards for drawing flowcharts and a playing field 

The next step in creating the program is to add the Image Target tag and ARcamera. 
ARCamera is a virtual camera that simulates the smartphone camera. There is also a 
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prefab Camera managing game stage Unity. ImageTarget is an image tag. The result 
of adding a label to the project scene is shown in the  

Fig. 2. 

 
Fig. 2. Placing a label on the Unity stage 

Next, a 3D object of the helper character with emotion is added to the scene, which will 
correspond to the faithful almost wrong decision of the task. The result of adding an 
object to the scene is shown in the Fig. 3. After all the labels and objects were placed 
on the Unity stage, the project was saved in apk-format for further testing on an Android 
smartphone. 

 
Fig. 3. Adding a 3D object to the Unity scene 

The result is a mobile augmented reality application that is used as a simulator for 
studying the computer science course on “Algorithms and Performers”. To use the 
bottom app, a student must have a smartphone or tablet on the Android platform. The 
algorithm of the application is shown in Fig. 4. 
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Fig. 4. The algorithm of the application 

After starting the application is initialized mobile camera, after which the user selects 
an educational level. After selecting the required educational level, the user goes to the 
game levels directory. Then the level at which the user builds a chain of card tags starts. 
If the chain is constructed correctly, a positive 3D character appears on the screen, if 
not – the 3D character reports that the algorithm is incorrectly constructed and the level 
needs to be redone. After completing the level, the user can continue the game to the 
next level, or shut down the application. 

Thus, by pointing the camera of the smartphone to the solution of the problem on 
the topic of algorithmization, the student sees the reaction of the assistant character, 
which illustrates the correctness of the solution of the problem: the emotion of sadness 
corresponds to the wrong solution of the problem, while the joy illustrates the correct 
solution. 

The survey, conducted among parents of pupils who participated in the project 
activity using an augmented reality simulator, showed the following results. Parents 
appreciated such educational experience. Parents expressed a positive attitude towards 
using mobile devices for learning purposes. The thought of using mobile devices has 
changed from negative to positive or at least neutral in the process of participating in a 
project. All parents noticed increased interest in children, increased motivation to learn 
new material. Many parents have used links to the right programs and engaged with 
their child outside the institution. The overall result of the project activity was satisfied 
with both teachers, children, and parents, who expressed their willingness to participate 
in such activities in the future. 
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4 Conclusions and prospects for further research 

We have analysed scientific and methodological sources for determining the 
effectiveness of using educational simulators. The analysis of modern approaches, 
covered in foreign and domestic sources on the experience of using augmented reality 
in educational simulators, is conducted. Described is a developed educational simulator 
with augmented reality, aimed at studying the topic of algorithmization in the school 
course of computer science for children of primary school age. The augmented reality 
simulator will help teachers, tutors, and even parents to increase the effectiveness of 
learning a computer science course on the topic of algorithmization. Further research 
prospects are aimed at expanding the educational tasks of the simulator and the 
development of playing cards, as well as the experimental verification of the 
effectiveness of using the developed software product in the conditions of basic and 
complete general secondary education. 
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Abstract. The article considers the problem of test automation software. The 
authors analyze testing tasks that can be automated. They also cite cases where 
the use of automation is inappropriate. The key factors of using automation are 
time and cost savings. According to the authors, the advantages of automated 
tests are: the ability to check the latest changes in the application (regression 
testing), speed of execution, saving the time of testers, the ability to create self-
tests by developers. The disadvantages of automatic tests are: insufficient 
reliability, need for support, fewer errors detected, a false sense of product 
quality. The following processes are identified, which can be automated: 
background processes, file logging, database entry, registration and payment 
systems, load tests, data entry operations, long-end-to-end scripts, checking 
complex mathematical calculations, checking correct search. The article provides 
statistics on the use of programming languages for developing automated tests. 
A comparative analysis of ready-made software products for automated testing 
is offered. Based on research analysis and experience, the authors believe that 
human intelligence is always required to validate the program. So, the authors 
justify the need to perform a manual and automated test. 

Keywords: Software Testing, Quality Assurance, Manual Software Testing, 
Automation of Software Testing. 

1 Introduction 

Testing is a very important stage in software development life cycle (SDLC). This 
process ensures that most errors are found. However, one of the principles of testing is 
that all errors cannot be found – exhaustive testing is impossible [8]. Therefore, IT 
experts believe that the end product (software or hardware) works as it should, if it is 
as close as possible to certain functionality, reliability, performance. 

As the research and practical experience shows, the software development lifecycle 
takes place during the following stages – analysis, design, development, 
implementation, testing, deployment, and support (Fig. 1) [5]. 

As the speed of software development is increasing today, there is a need for quality 
and timely testing. But some of the testing tasks are too time-consuming to perform 
their manually. In addition, more and more companies are moving to work according 
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to agile methodology. An agile process begins with initiating the project; in the 
activities that follow, the software will be developed and deployed into the user 
environment through multiple iterations. In most agile methodologies, maintenance 
does not appear as a separate phase, but is rather performed through further iterations 
of the main development phases [2]. That’s why automation is becoming more 
important than ever [14]. 

 
Fig. 1. The Software Development Life Cycle 

Even 5 years ago, testing automation in Ukraine was economically unattractive. 
In article [2] Nikolay Alimenkov writes: “… look who supports conferences for 

automated testers? And almost none. In large companies, this does not fit into the 
"strategic development plan". Small is simply not interesting. As a result, automated 
testing in Ukraine lives on thanks to the enthusiasm of the automators themselves” [2]. 

Today the situation has changed. Almost every company wants to have a automated 
tester, no matter if it's a big company or a small one. Today, automation is not only 
relevant in startups. As a result, writing self-tests is usually not time consuming. In 
general, startups may not even have test cases. The growing numbers of communities, 
forums, channels where automated testers discuss their problems, can also testify to the 
great development of automation. 

2 Relevance of the study 

Automated testing is now evolving rapidly. This is due to the fact that automated, 
debugged processes will require less money, which is one of the key factors in IT. As 
experience in the early days of the introduction of automation shows, it requires more 
material costs, while fewer tests are performed instead. However, over time, it is 
possible to significantly increase the number of test runs without significant investment. 
The popularity of automated testing is also explained by the fact that more and more 
“manual” testers want to develop in programming. Automation is a next stage of their 
development. “The job was pretty boring. We were just supposed to look at flagged 
differences and decide if they were a big deal or not. I wasn’t happy with that. I wanted 
to know what caused the differences, so I started digging a little deeper", – John Sonmez 
talks about it in the article “Going from QA (or Another Technical Role) to Software 
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Developer” [12]. In the paper reports an empirical study on the relationship between 
code visibility and testability. The authors claim for manual testing, code visibility does 
not necessarily affect test code coverage and fault detection rate. However, for 
automated testing using testing tools, low code visibility often leads to low code 
coverage and poor fault detection rate [10]. 

 
Fig. 2. The dependence of the cost of the test on the number of executions in manual and 

automated testing 

Based on our own experience, we can say that the process depends largely on the 
project. One can often hear among testers that manual testing is not a tedious process, 
but an approach is important. 

Systematic and automated approaches have shown capable of reducing the 
overwhelming cost of engineering automated tests. Industrial success cases have been 
openly reported and academic interest continues to grow as observed by the increasing 
number of researchers in the field. While there exist various trends on evolving the 
automation in software testing, the provision of sound empirical evidence is still needed 
on such area [6]. 

The authors of [1] describes a strategy to develop automated testing suites to assess 
the correctness of consent and revocation. This strategy is based on a formal language 
in order to provide rigorous and unambiguous consent and revocation specifications, 
and comprises of two novel procedures that facilitate the process of eliciting testing 
requirements for privacy properties and creating automated privacy-testing suites. 

The purpose of the article. The dynamic pace of development of automated testing 
requires the answer to the question “can we all automate?” What is the role of manual 
testers in modern software development processes? 

3 Automated testing, its advantages and disadvantages 

3.1 Types of testing 

Software testing can be performed for different purposes. According to the purpose 
there are such types of testing [11]: 
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─ Functional Testing is a type of software testing whereby the system is tested against 
the functional requirements/specifications. 

─ Usability Testing is a type of software testing done from an end-user’s perspective 
to determine if the system is easily usable. 

─ Security Testing is a type of software testing that intends to uncover vulnerabilities 
of the system and determine that its data and resources are protected from possible 
intruders. 

─ Performance Testing is a type of software testing that intends to determine how a 
system performs in terms of responsiveness and stability under a certain load. 

─ Regression testing is a type of software testing that intends to ensure that changes 
(enhancements or defect fixes) to the software have not adversely affected it. 

─ Compliance Testing is a type of testing to determine the compliance of a system with 
internal or external standards. 

All these types of tests can be performed both manual and automated. 
Researchers identify such phases of the software testing process [9]: 

1. Preliminary Testing phase is conducted especially for testers to clarify the 
specification requirements of the customer. Preliminary testing is performed during 
the following steps: review requirements specification, prepare test plan, prepare 
software tool, prepare test environment, prepare test case, prepare test automation 
tool, determine acceptance test tool. 

2. The testing phase is a separate phase which is conducted by a different test team after 
the implementation is completed. 

3. User acceptance testing phase which provides for checks integration testing, test 
strategy document, integration testing signoff, repair and coordinate release. 

Note that manual and automated testing can be used together at different stages of 
software quality verification. 

Automated testing or testing automation is a method of testing software. The method 
involves the use of special software tools to control the performance of tests. Then the 
actual test results are compared with the predicted ones. Most operations are performed 
automatically, with little or no intervention by the test engineer. Automated testers write 
scripts (so-called automated test cases) that have a set of actions and checks. Properly 
written automated tests can have many benefits and can be very useful for the project 
and organization. However, there are some disadvantages of automated tests that you 
should also be aware of. 

3.2 Features and benefits of automated testing 

Regression testing. Automation testing is the most common for this type of testing. 
Regression testing is a type of testing aimed at checking changes made to an application 
or environment (debugging, code merging, migration to another operating system, 
database, web server), to confirm that existing functionality is still working. Regression 
can be both functional and non-functional tests. Typically, regression testing uses test 
cases written in the early stages of development and testing. That is, regression 
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automated tests are performed at a predetermined time interval. They are usually 
downloaded after every successful compilation (in small projects) or every night or 
every week. This guarantees that the changes to the new version of the program do not 
damage the already existing functionality. In the paper [7], authors discuss the 
advantages and drawbacks of using UML diagrams for regression testing and analyze 
that UML model helps in identifying changes for regression test selection effectively. 

Speed of execution. Automated verification scripts may take some time. However, it 
takes less time to complete them than the person who would perform these checks 
manually. Therefore, self-tests help to provide quick feedback to the development team. 

Time saving for testers. Test automation frees up testers' time. Therefore, they may 
be more focused on exploring new features. Automated checks can be started 
automatically with minimal supervision, or without any supervision, or manually. 
Usually when you do not want to use automated tests there is a cyclical situation of lack 
of time (Fig. 3). 

 
Fig. 3. Causal link lack of time and unwillingness to test automatically 

Ability to create automated tests by developers. Automated tests are usually written in 
the same language as the product being tested. As a result, the responsibility for writing, 
conducting and performing tests becomes a shared responsibility. Everyone in the 
development team, not just testers, can contribute to the quality of the software. 

3.3 Disadvantages of automated testing 

False sense of product quality. For this reason, it is worth paying special attention to 
successfully passed automated tests. This is especially important for user-level (UI) or 
system-level functionality testing. The automated test only checks what is programmed 
to be tested. 

All automated tests in the test suite may pass, but some mistakes may be not 
identified. The reason for this is that this test was not designed to detect these specific 
failures. 

Insufficient reliability. Automated checks may not be successful due to many factors. 
For example, automatic checks can be broken by changing the user interface, shutting 
down a service, or having a network problem. These problems do not directly affect the 
program being tested, but may affect the outcome of automated tests. 

Need for support. It should be understood that automated tests require maintenance. 
Automated checks are short-lived. Failure to update them will cause crashes. It is also 
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possible that some checks are no longer relevant or that they do not correspond to new 
implementations of the software. These failures can affect the test results. 

Writing an automated test case is not a one-time effort. To get the most out of 
automated tests, they need to be updated and up-to-date. This usually takes time, effort 
and resources. 

Fewer errors detected than manual testing. Most errors are detected “accidentally” 
or during exploratory testing. This type of testing involves the simultaneous study of a 
software product, the design of tests and their execution. Its specificity is that at each 
exploratory testing session there is an opportunity to test the application in different 
ways. 

On the other hand, automated checks always follow the set path, sometimes with the 
same test dataset. One can mention here one of the principles of testing – the “paradox 
of the pesticide”. It is that by performing the same tests over and over again, we face 
the fact that they find fewer and fewer errors. This is due to the development of the 
system, as a result of many found defects are corrected and old test cases no longer 
work. This in turn reduces the likelihood of finding new defects in the product. 

“Test automation is not always testing”. Here, it is understood that testing is a 
research activity. Testing requires specific knowledge, a purposeful mind, and a 
willingness to learn the application. Unfortunately, many people are wrong about the 
importance of test automation. They get a test automation tool and want to get rid of all 
the “manual testers”. But this is not possible because testing is not simply about 
performing a set of predefined testing steps and comparing actual results with expected 
results. The most recent tasks are automated checks. 

Ability to group failures into clusters. In the paper [10] present an approach to 
automatically detect passing and failing executions using cluster-based anomaly 
detection on dynamic execution data. The key hypothesis underlying the approach is 
that failures will group into small clusters whereas passing executions will group into 
larger ones. 

A person’s intelligence is always required to validate the program. Here’s how 
Tommy Wyher says it: “Every day, we see hundreds of new apps and products out in 
the market. A lot of testing takes place before they are released to the public. Automated 
testing can speed up the process and is often seen as a replacement for manual testing. 
However, manual testing still has a critical role in the QA process. By dedicating your 
QA resources to only one of these approaches, you’ll miss many opportunities to 
improve quality. Using manual and automated testing together will lead to a higher 
quality, more stable product” [15]. 

3.4 Tests that can be automated 

Let’s look at software components and processes that can be automated. 

1. Hard to reach places in the system: background processes, file logging, database 
entry. 
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2. Frequently used functionality where there is a high risk of errors: payment systems, 
registrations, etc. Automation of critical functionality checks ensures fast errors, 
since the test takes an average of several minutes. 

3. Load tests that test the functionality of a system with a large number of requests. 
4. Template operations, including data searches, input of forms with many fields, 

checking their preservation. 
5. Validation messages: fill in the fields with incorrect data and validation check. 
6. Long end-to-end scenarios. For example, an online store scenario that involves: user 

registration, product detail page (PDP), shopping cart, shopping cart, product 
purchase, and confirmation of purchase. 

7. Verification of data requiring accurate mathematical calculations, eg accounting or 
analytical processing. 

8. Checking the correctness of the data search. 

Although newer automated testing tools are emerging, it is still difficult to test the 
functionality of the user interface. It is also not possible to automate the testing of a 
new feature without at least one manual test run. Therefore, to say that you can automate 
everything, for now, will be an exaggeration. 

Consider which tools are most often used to write automated tests. 
Automated tests are written in various programming languages, the most common 

being Java. Figure 4 shows the distribution of automated programming languages in 
the world [16]: 

 
Fig. 4. Use programming languages to create automated tests 

3.5 Some testing automation tools 

In addition to programming languages, there are other automation tools available in 
software testing. Their comparative analysis is given in the Table 1 [3]. 
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Table 1. Comparative of testing automation tools 

Automation 
tools Selenium Katalon Studio 

Unified 
Functional 

Testing 
Testcomplete Watir 

Available 
since 2004 2015 1998 1999 2008 

Application 
Under Test 

Web 
applications 

Web, Mobile 
applications 

Web, Desktop 
and mobile 
applications 

Web apps, 
Desktop, 
Mobile 

applications 

Web 
applications 

Pricing Free Free ~10000 USD ~100 USD Free 
Supported 
Platforms 

Windows, 
Linux 

Windows, 
Linux Windows Windows Windows, 

Linux 

Scripting 
Languages 

Java, C#, 
Perl, Python, 
JavaScript, 
Ruby PHP 

Java, Groovy VBScript 

VBScript, 
Python, 

JavaScript, 
Ruby PHP, C#, 

C++ 

Ruby 

Programming 
Skills 

Advanced 
skills needed 
to integrate 

various tools 

No required. 
Recommended 
for advanced 

test script 

No required. 
Recommended 
for advanced 

test script 

No required. 
Recommended 
for advanced 

test script 

Advanced 
skills needed 
to integrate 

various tools 

Ease of 
installation 

and Use 

Require 
advanced 
skills to 

install and 
use 

Easy setup and 
use 

Complex in 
installation. 

Need training to 
properly user 

the tool 

Easy setup and 
use. Need 
training to 

properly user 
the tool 

Require 
advanced 
skills to 

install and 
use 

 
Each of these tools has its own peculiarities and scope. The most common tool for 

automation is Selenium. This is because it is free and scripts can be written in many 
programming languages, unlike other tools. Developed over 15 years ago, it has 
evolved over the next decade. It is now a web browser automation tool. In most cases, 
it is used to test Web applications, but this does not limit its scope. 

JMeter is used for load testing. Initially, this application was intended to test the 
operation of the Apache Tomcat servlet container, which is essentially a web server. 
With the development of Jmeter, the user interface has been improved and additional 
features have been added that have made it an effective tool for performance testing 
and load testing of web applications. 

It is impossible to say exactly what kind of tools will be popular in the future, as they 
are in rapid development. In our opinion, this will greatly simplify testing automation. 

The authors of the article [4] recommend to automate the user interface according to 
the Mike Cohn scheme (Fig. 5). It shows the recommended proportion of tests to be 
implemented on each test level. The pyramid contains 3 levels: 

1. Low-level tests are much faster by nature. Faster tests give you faster feedback. 
Faster feedback from tests execution allows to catch issues early on, saving huge 
amounts of costs. 
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2. Low-level tests are executed much earlier in the QA automation pipeline. Usually, 
unit tests are run before each commit test. If this is true, then testers prevent bugs 
and do not let them get into the project repository. 

3. Low-level tests are much more stable than high-level ones. 

 
Fig. 5. Agile test pyramid initially designed 

It’s need to remember that high-level tests should be only the third defense shield, for 
catching all the remaining issues that were not caught on the first two levels. 

4 Conclusions 

In the process of the research, we found out the importance of testing in the software 
development process. We found out what automation is and what role in testing. We 
analyzed tools for writing automated scripts, provided statistics on the popularity of 
programming languages to test automation across regions. 

Test automation is evolving very quickly, new tools and technologies are emerging 
almost every week, but they are not yet fully replaceable, and everything cannot be 
automated. Without human intervention, it is impossible to construct the testing 
process, since testing requires intellectual intervention. In our opinion in the near future, 
there will be a trend of increasing number of automated testers and a gradual decrease 
in manual ones. It will become an obvious educational goal to become an expert in 
automation. After training in the practical use the testing tools, manual testers will be 
able to perform automated testing. Therefore, every tester who wants to be more in 
demand in the IT should learn at least one programming language. So learning 
programming and testing are processes that depend on each other. 

It cannot be said that automated testing will completely replace manual testing. As 
a result, the conclusion is one: in the world of software testing, there will always be 
room for both manual and automatic testing. The choice of testing methods is left for 
every worker in this area. 
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Abstract. The purpose of this article is to investigate the principles and 
technologies of creating such a semantic interconnection system that would be 
useful and practical for use in areas such as machine translation, search engines 
and contextual search. According to the purpose of the research the main tasks 
are defined: 1) to study and analyze the basic principles of construction of 
semantic dictionary of English language WordNet; 2) to create a lexical-semantic 
web dictionary of IT-terms of the Ukrainian language. The novelty of the work is 
to adapt all the principles of WordNet to the Ukrainian language. The practical 
meaning of the results obtained is to create a semantic dictionary of the Ukrainian 
language that will allow to better analyze Ukrainian texts by searching not only 
the words themselves, but also words that are in one way or another related to the 
primary, and that will significantly increase the speed of search and analysis of 
information. In the created web-application (thesaurus) the basic functions of 
similar existing systems and the latest methods of information linguistics are 
implemented. 

Keywords: structural semantics, lexical-semantic web-dictionary, structural 
semantics sort systems, thesaurus. 

1 Introduction 

Providing automation of the efficient work with data presented in the form of natural 
language texts is one of the actual tasks of computational linguistics. It is caused both 
by an increase in the e-information stream, and by the need for critical analysis of texts 
for the subject of authenticity, similarity, probability, etc. A correct understanding of a 
language is possible provided there is a knowledge of how words and concepts are 
related to one another, which is meant by one or another utterance, what the purpose 
has speaker saying a one or another phrase; what is said and what needs to be found in 
context or perceived based on previously learned information. To solve the problems 
of analyzing the relationship between words and concepts, to identify all the features 
of a language, so-called lexical and lexical-semantic databases were developed. Such 
systems include Princeton WordNet [7; 8; 9; 10], MindNet (Microsoft Research Project 
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software), FrameNet, VerbNet, HowNet, ConceptNet and more. However, for 
Ukrainian-language content, such developments are at an early stage [5]. 

The purpose of this article is to describe the structural and logical scheme of 
building a web application for lexico-semantic analysis of user query in the subject area 
“Informatics”. 

The applied meaning of structural semantics closely intersects with the problem of 
natural language analysis, which is that structural semantics serves as the key to 
defining the lexical contextual meaning of words, which is the main task of natural 
language analysis [1]. At this stage of human development, we have not yet fully 
learned by machine means to interpret natural language and to create a system that at 
human level is able to perceive natural language and interpret the results, to continue 
the dialogue. 

That is why structural semantics is today a topical direction in the development of 
both philological and informational disciplines. The structural semantics is at the 
intersection of two different approaches to exploring the world, it absorbs the best of 
both, creating a scientific symbiosis that is the building block of the science of the 
future. 

2 Analysis of the basic concepts of the study 

2.1 Natural language thesaurus 

Thesaurus is a complex component of the dictionary type, in which all the meanings of 
the dictionary are interconnected by semantic relations, reflecting the basic relations of 
concepts in the described subject area of knowledge [6]. In the past, thesaurus was 
mostly referred to by dictionaries, which with the utmost completeness represented the 
vocabulary of the language with examples of its use in texts. 

The thesaurus consists of tokens relating to four parts of the language: adjective, 
noun, verb and adverb. The descriptions corresponding to each part of the language 
have a different structure. 

The main relationships in thesauruses are: 
Synonymy – a link between words in one language, different in sound and spelling, 

but having the same or very similar lexical meaning, for example, daring – brave. 
Antonymy – the relation between the words of one part of the language, different in 

sound, has the exact opposite meaning: true – false, good – evil. 
Hyperonym – a word with a broad meaning that expresses a general, generic concept, 

the name of a class (set) of objects (properties, features). 
Hyponym – a word with a narrower meaning that names an object (property, feature) 

as an element of a class (set). These relationships are transitive and nonsymmetrical. A 
hyponym inherits all the properties of hyperonyms. It is a central relation for the 
description of nouns. 

Meronymia / Partonymy – the relation “part – entire”. Within this relationship stand 
out the relationship of “being an element”. 

In addition to these relationships, they also introduce thematic relationships that 
connect the concepts of one subject area. 
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An example of a thesaurus: 
The hut is a wooden peasant’s house. 
    [Hyperonym]: a residential building 
    [Meronym]: a rural settlement 
    [Synonym]: a house 
All relationships create a complex hierarchical network of concepts. The properties 

of relations in the description of different parts of the language are different. In different 
systems, a thesaurus can perform different functions: 

─ a source of specialized knowledge in a narrow or wide subject area, a way to describe 
and ordering the terminology of the subject area; 

─ search engine in information retrieval systems; 
─ manual document indexing tool in information retrieval systems (so-called control 

dictionary); 
─ automatic text indexing tool. 

The main documents governing the thesaurus format are ISO 2788-1986 standards for 
describing monolingual thesauruses, and ISO 5964-1985 for multilingual ones. 

ISO 2788-1986 defines a thesaurus as a set of terms that relate to each other. 
The American standard ANSI / NISO Z39.19-1993 extends and refines the ISO 

2788-1986 standard for monolingual thesauruses, and imposes a number of additional 
restrictions on the thesaurus structure. 

Thesauruses remain to current date the most accepted form of description of subject 
domain knowledge, suitable for human perception. Examples of modern foreign 
thesauruses are WordNet and EuroWordNet. 

The WordNet English thesaurus emerged in 1990 and began to actively attracted in 
various areas of automatic word processing. WordNet covers about 100,000 different 
units (nearly half of which are phrases) organized in 70,000 concepts. 

The development of the thesaurus was started in 1984 at Princeton University of the 
United States under the leadership of the famous psycholinguist George A. Miller [7; 
8]. In 1995, WordNet appeared on the Internet freely and caused a surge of research on 
its use in various computer applications of automatic word processing. The results of 
using WordNet in automatic word processing turned out to be not unambiguously 
positive, but WordNet ushered in a new era of developing extra-large structured 
linguistic resources and caused the emergence of a large number of followers in 
different countries who create such “natives” for their languages [5]. This thesaurus has 
also become the basis for multifaceted discussions and research, on the basis of which 
principles should be built large linguistic resources, suitable for various applications in 
computational linguistics [4]. 

The main relation in WordNet is the attitude of synonymy. Synonym sets – synsets – 
are the basic structural elements of WordNet. 

The concept of synonymy used by WordNet developers is based on the criterion that 
two expressions are synonymous, if replacing one of them with another in the sentence 
does not change the meaning of the truth of the expression. 

The relations between the synsets form a hierarchical structure (Fig. 1). When 
constructing hierarchical systems on the basis of genitive relations, it is usually 
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assumed that the properties of the parent concepts are inherited by the child – the so-
called property of inheritance. Thus, nouns are displayed as a hierarchical system with 
inheritance. In this case, a systematic effort should be made to find for each synset its 
generic concept, its hyperonym. 

 
Fig. 1. Hyperonyms for two values of the forest noun: 

forest as a collection of trees and forest as an area where trees grow. 

EuroWordNet multilingual thesaurus is currently being developed. Initially, in four 
languages (Danish, Italian, Spanish, and American English), a network of word 
meanings is developed that is linked to semantic relationships and allows you to find 
words that are similar in meaning to different languages. Unlike WordNet, which was 
designed to describe the lexical and conceptual system of the English language, 
EuroWordNet is primarily designed to solve the practical tasks of automatically 
processing large text arrays. The most important tasks that are supposed to be solved 
with this thesaurus are the following: 

─ providing multilingual information retrieval; 
─ increasing the completeness of information search; 
─ request formulation in natural language; 
─ semantic indexing of documents, etc. 
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Domestic scientific institutions have created more than a hundred industry thesauruses 
that satisfy a certain state standard for dictionaries of this type. They are called – IRT – 
information retrieval thesauruses. 

Standard IRTs are intended primarily for manual indexing of documents, as well as 
for the formulation and variation of search queries. There are non-standard thesauruses 
that make the task rather of selective systematizing of terminology in a particular field 
of knowledge more relevant – this is especially relevant for new subject areas. 

2.2 Thesaurus interfaces in information systems 

In an information system, a thesaurus is not only an independent information resource, 
but also a tool for classifying or indexing resources. Thus, the user of the information 
system should be able to: 

─ view the thesaurus; 
─ search for resources by associated terms or concepts (resource search can be 

accomplished in two ways: keyword search or using a thesaurus); 
─ do navigation on thesaurus, that is, searching for the desired concept first in the 

thesaurus, and then querying resources corresponding to this concept. 

When searching for keyword resources, the search engine can, by using a thesaurus, 
extend the search results by giving the user not only the resources that match the 
keywords entered, but also the resources of related terms or terms, which also denote 
narrower terms for the original term. 

Thesaurus view interface must: 

─ to show all attributes of a given term or concept; 
─ to show what terms and concepts are associated with that term or concept; 
─ to show for the user visually the place of the term or concept in the thesaurus concept 

hierarchy. 

The first 2 points will be fulfilled if show for the user for each thesaurus concept on a 
separate screen (page) all its attributes, all related terms (in all or in a specific language), 
and all related concepts. The interface must, at the same time, provide a transition to 
the viewing page of any of the concepts listed on this page. If the thesaurus data schema 
allows the term to be bound to more than one concept, then on the same page for each 
term the terms to which the term is still bound must be listed. If the concept has terms 
in other languages, fully equivalent to, but attached in the structure of the thesaurus to 
other concepts, links to pages of those concepts should be provided on the page. 

If the thesaurus has a strictly tree-like structure, then the tree is usually presented in 
the following ways: 

─ visualization the path of the tree from the root to the current element; 
─ visualization the path of the tree from the root to the current element, as well as the 

neighbors of each ancestor of the current element; 
─ visualization of the whole tree completely. Usually in such cases, the user can open 

and close the reflection on screen the descendants of any nodes. 
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To provide an efficient sampling (by one request) of the necessary incisions of 
hierarchical structures that are fed recursive links between the nodes of these structures, 
the database tables are expanded with auxiliary columns and integrity conditions. 

3 The Presentation of Main Results 

3.1 Technological tools for implementing the structural semantics sorting 
system 

Frontend. The Bootstrap framework was chosen as the creation tool of the frontend part 
of the project, which in the modern world in one way or another serves as the basis for 
most Internet projects. Bootstrap is the most popular HTML, CSS and JS framework 
for designing the look and interactivity of web pages. 

Designed for anyone and any device, Bootstrap helps you make web pages look 
faster and easier. It is suitable for people of all levels of experience, for devices of all 
sizes, and for projects of any size. 

Bootstrap comes with pure CSS, but its core code uses the two most popular CSS 
preprocessors Less and Sass. You can quickly get started with CSS ready, or prefer to 
building of the styles from core. 

Bootstrap was chosen for this project because of the ease, speed and capability of 
more extensive and easier customization than CMS systems. Also, the choice was made 
with the expectation that the code of the system, written according to Bootstrap 
standards can be easily transferred to any other system without significant difficulties, 
which gives undoubted advantages in the perspective of the project development. 

Backend. Since the software part of the project is its core, it was decided not to 
implement it in the languages of web programming (PHP, JS), but in the full-fledged 
OOP language C#, using ASP.NET technology [2; 3]. 

ASP.NET is a technology for creating web applications and web services from 
Microsoft. It is part of the Microsoft.NET platform. 

Since the thesaurus project is essentially a large-scale work on the database, editing 
it, adding new values and relationships between them, considerable attention was paid 
to the choice of the database management system (DBMS). The choice was made on 
MySQL. 

Today, MySQL is one of the most well-known, reliable and fastest of the whole 
existing DBMS family. The principle of operation of MySQL is similar to the principle 
of operation of any DBMS that uses SQL (Structured Query Language) as a command 
language to create / delete databases, tables, to replenish tables by data, to perform data 
sampling. 

MySQL, like any other DBMS, is a server program that resides in the computer's 
memory and maintains a TCP port. The client connects to the DBMS from this port and 
sends the SQL queries. In turn, the server interprets them by performing the necessary 
actions and sends the results of the request back to the client. This is how the database 
server communicates with the client programs. 

Because the project is implemented on C# and on ASP.NET technology, choosing a 
programming environment was not a problem. Because C# is a programming language 
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created by Microsoft and is a product of its own, it was decided to opt for another 
Microsoft product – Visual Studio (which is perhaps the only full-fledged C# 
development tool). 

3.2 Basic structural elements of the program 

Web application Word Topology (WT) consists of such structural elements as database 
(dictionary, synsets, relationship between synsets), server part (backend), web interface 
(Frontend). 

 
Fig. 2. Scheme of web application work with database, server part and user interface 

Database is the place where all the data used by the web application are stored and 
systemized. As a thesaurus is, in essence, a giant database, as much as possible attention 
was paid to the DB architecture. Of course, WT works with much smaller amounts of 
information than, for example, WordNet or other common thesauruses, but the 
simplicity and ergonomics of the database architecture play an important role even in 
such projects. Thanks to a well-designed database, it is possible to reduce the server's 
response time and make the web-application not only a training platform, but also a 
completely practical system that can be used by users from any corner of the globe. 

 
Fig. 3. Organization of the database for the WT web application 
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Backend is the part of a web application that is responsible for encapsulated user actions 
and information processing processes. In the WT project, backend is a set of frontend 
interaction functions, database access, query result formatting, and return of those 
results back to the request source. Functionality of the backend part is implemented in 
C# programming language. Here is an example of code from the server side (Fig. 4). 

 
Fig. 4. Creation and populating an instance of the Record class – an intermediate link between 

the backend and the frontend 

Creating an instance of the Record class is the output product of the backend system. 
The instance attributes store all the information about the result of the database query. 
From this fragment it is easy to see that such information contains: the word sought, its 
definition, synsets in which the word resides, the relation of the synsets data to others 
(hyponymy, hyperonymia, meronymia, antonymy, etc.). 
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Also noteworthy is the implementation of search methods for records in the database 
by the entered name and the search for words on the basis of the synset ID (Fig. 5). 
Implementing two approaches for word search is a necessary step, since the main task 
of creating a WT thesaurus was to create such a graph-oriented interaction system 
(which is a thesaurus + relation) so that the user can move freely between the nodes of 
the graph without any artificial restrictions and with maximum convenience. 

 
Fig. 5. The code snippet that is responsible for 2 different methods of finding the desired word 

in the database 

The frontend is written in HTML hypertext markup language and CSS cascading style 
sheets. The whole system is designed with bootstrap framework and ASP.NET 
technology, which allows to connect functionally frontend and backend. 

The whole interface of the program is implemented (for ease of use) by a structure 
called accordion. The essence of structure is the submission of information in the form 
of collapsing lists. The implementation of this element in the software part of the web 
application is shown in Fig 6. 

3.3 Functionality of the program 

The main purpose of the program is to create a natural language thesaurus that, taking 
into account the mistakes of previous similar developments, could serve as a more 
efficient and accessible capacitive system of human vocabulary, which can be easily 
used in such areas as automatic translation of texts, systems of parser scanning of 
documents, systems contextual autocomplete / contextual search in search engines. 

The main purpose of WT has defined the entire functionality of the application. 
At this stage of development, the project does not contain all the planned functions, 

their development requires a deeper analysis of the context of the topic and increased 
knowledge in parallel with the increase of the project development team. 

At this stage the following functions are implemented: 

─ search word from database; 
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─ search for a word from a database relative to a word synset; 
─ a convenient way to move between words within the synset and in close (on graph) 

territories; 
─ search for all relationships of the synset on all levels of the hierarchy; 
─ output full information regarding the synset. 

 

 
Fig. 6. The code snippet responsible for displaying the word in synset in accordion form 
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3.4 Program interface 

Much effort has been put into the interface of the program, as in the modern Internet 
space, users pay attention not only to the functionality and usefulness of the resources 
used, but also to their appearance. The UI / UX rules of clarity, simplicity, convenience 
and aesthetic appearance were taken into account when designing the web application 
interface. 

Structurally, the web application interface is divided into two parts - a greeting page 
and a thesaurus page, which in turn consists of a navigation menu of search, a output 
field for information about synsets and an output area for information about 
interconnections between synsets.  

3.5 Development of a business layer of structural semantics sorting system 

The business layer of this system is implemented using the classes and interfaces listed 
in Table 1. 

Table 1. Classes and interfaces implemented in the system 

Name Attributes Fields Methods 
class Default – o _ws  

o form  
o relationDropDown  
o synsetHolder   
o txtWord  

o Buton1Click()  
o DisplaySynset()  
o Page_Load()  
o RenderControlToHtml()  

class 
Main_dbEntities 

o Relations  
o RelationType  
o Words  

– o Main_dbEntities()  
o OnModelCreation()  

class WorkSpace -  
 
 
 
o m_ds 

o WorkSpace()  
o AddWord()  
o DeleteWord()  
o GetAllWords()  
o GetSynset()  
o Init()  
o SearchWords()  
o UpdateWord()  

class Synset o  ID  
o Words  

o _id  
o _words 

o Synset()   

interface Word o description  
o Id 
o name  
o synset_id   

– – 

interface 
RelationType 

o description   
o Id  
o name  

– – 

interface Relation o Id  
o relationType_id  
o word1_id  
o word2_id  

– – 
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Figure 7 presents the classes and interfaces of the developed system. 

 
Fig. 7. System classes and interfaces 

The search is performed by the word the meaning of which you want to output and by 
the type of connection that combines the words. 

There are 6 types of connections, namely: 

─ USE 
─ Used For 
─ Broader Term 
─ Broader Term Generic 
─ Broader Term Partitive 
─ Related Term 

To implement them, a RelationType class was created in the application code. 
The program also encounters an All link, which means only that you need to search 

for words across all links. 
The server processes the request and returns a list of elements of the 

WordSearchResult class. The objects of this class will be created for each meaning of 
the word searched and will include: 

─ the word itself 
─ a synset that includes the specific meaning of the word 
─ a words list of all types of connections that include the search word, along with a 

words list for each such connection. 

The main logic for working with the database is in the WorkSpace class: 

public class WorkSpace 

{ 
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 public void Init(); 

 public List<Word> GetAllWords() 

 public List<Words> GetWordsBySynsetId(int id); 

 public Synsets GetSynsetById(int id); 

 public List<Synset> GetSynsets(string sWord)  

 public WordSearchRezult SearchWords(string sWord, int? nRelationTypeID = 0) 

 public List<string> ParseRelations(string relations); 

} 

4 Conclusions 

In this study, most representatives of large thesauruses were analyzed, their source code 
and algorithms were investigated. Based on the collected data, we created a system of 
structural-semantic interrelations of words of the Ukrainian language. During the 
development of the WT web application we took into account the negative aspects of 
most similar systems and created a combination of the most successful solutions in this 
field. 

During the completion of practical part of the task, an optimal database architecture 
of dictionaries and other structural units was created, most of the most common 
thesaurus functions were written, and a user-friendly and intuitive UI was designed that 
allows to use of thesaurus functionality by ordinary users, not just specialists. 

The practical meaning of the developed vocabulary is to improve the search quality 
in Ukrainian texts. This is directly related to the fact that the search will be conducted 
not only by a specific word, but also by synonyms, or words that are in one way or 
another related to the original one. 

Also, the initial function of thesauruses of this type cannot be underestimated - 
finding information in thematic dictionaries is many times more effective than simply 
browsing the Internet, due to the output of an extremely large number of thematically 
related information. 

The scientific meaning of the dictionary, like most thesaurus dictionaries, provides 
for the possibility of comparing various aspects of natural languages with one another. 

In the the study, the goals and tasks were fulfilled, namely: 

─ the main principles of WordNet construction and the main types of connections 
between the synsets were analyzed; 

─ methods of synsets construction were implemented and optimal database was 
developed on their basis; 

─ C# language features were used, namely LINQ (Language Integrated Query) 
queries, to work with the database efficiently; 

─ WordTopology web application was developed. 
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